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Preface 

The Indian Journal of Artificial Intelligence and Law is a biannual law 
journal covering technology law in a combination of theoretical and 
practical approaches. It also provides coverage of the relationship 
between law and artificial intelligence in businesses, education, 
research and innovation practices. The journal publishes 2 issues per 
year in due frequency. This journal is supported by Indian Society of 
Artificial Intelligence and Law. 
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Thaler v Commissioner of 
Patents [2021] FCA 879: 
DABUS – An ‘Inventor’? 

 
 

Rahul Kanna & Pallavi Singh 

Jindal Global Law School, Sonepat, India 

Abstract. Artificial Intelligence is arguably one of the greatest creations of 
mankind encapsulated in the dawn of the 21st century, however, the growth 
of Artificial Intelligence has spiked over the past couple of decades owing to 
the technological revolution and widespread use of internet technology and 
partly due to the globalization of the world economy as a whole. The first 
mention of AI has occurred in the nascent period of the internet and 
technology industry specifically in the Dartmouth Summer Research Project 
on AI in 19561. Today there has been around 3,40,000 AI associated 
inventions were filed for patents globally and a further 16 Lakh AI-based 
publications in scientific directories2 have been subsumed. The growth of AI-
based innovations has been gradually increasing and have become a part & 
parcel of everyday operations of corporations, governments and humans as 
well both consciously and subconsciously we have been using AI for the ease 
and betterment of our daily lives. The topic of Artificial Intelligence as a result 
is being considered by policymakers and global leaders across the world 
3whilst innumerable scientific publications and scholarly work is being 
conducted constantly. 

This article focuses on the legal realm of Artificial Intelligence devices and 
structures in pertinence to the Intellectual Property law whilst focusing on 
the focal argument of patentability and assigning of the term ‘inventor’ under 
the current Intellectual Property law ambit through a comparative 
jurisprudential analysis of the leading global leaders of AI innovations and IP 
Laws. The use case for the thesis enumerated above would be Thaler v 
Commissioner of Patents [2021] FCA 879 and ‘DABUS’ AI device. Further, 
the article would cover the jurisprudence of Europe and the United States 

1 
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along with leading countries with a rich jurisprudence of AI-based legal 
framework under the universe of patent laws. Finally, the article would 
embark on the potential practical implications and the advantages for the 
development of AI systems for a sustainable future. 

Introduction 
 
Artificial Intelligence has become a legal matter of contention and 
particularly with its relationship with Intellectually Property Rights 
which can be evidenced with WIPO has commenced towards 
bringing in various stakeholders of AI including the public for a 
conversation on the interplay and ramifications circumventing AI 
and IP laws particularly concerning patent laws (World Intellectual 
Property Organisation, 2019). DABUS (“device for the autonomous 
bootstrapping of unified sentience") is an AI system or device 
architected by Dr Stephen Thaler pioneer of AI development and the 
current issue in contention is a result of the patent filed by Mr Thaler 
across several jurisdictions in the world including the USA, UK, 
Australia & South Africa etc. This has intensified the debate into the 
implications and potential of AI devices or systems to be granted a 
patent and to be recognized as an 'inventor'. Several jurisdictions 
have taken up the matter and the analyses would be critically 
interpreted in the latter part of the article. Thus, in the current case 
the Australian court had to answer certain issues concerning the 
contention as to whether an 'inventor' can be a non-human i.e., AI if 
so can it be granted a patent and whether such patent can be 
transferred to the owner of the AI device are the most pertinent 
questions that have been the arterial focus of the matter in 
contention. 
 
DABUS – Jurisdictional Approach 
 
Australia 
 
Thaler v Commissioner of Patents [2021] FCA 879 is a case 
involving several facets of intellectual property rights with its focus 
aimed towards ‘patent ‘rights. The federal court of Australia in the 
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current case has given an exhaustive analysis of the case by taking 
into all the statutory regulations1 circumventing the issue including 
adequate references to international treaties and regulations which 
Australia has ratified and been an active member since its inception. 
The current case is the solitary jurisprudence on the patentability 
and inventor states of AI in the current global IP structure. The 
Honourable Justice Beach in the current case primarily diverged into 
the background of AI system and the very foundational structure 
behind the operation of AI in this case concerning DABUS which was 
alleged to perform its tasks through artificial neural networks similar 
to the neural network present in the human brains though not as 
advanced as the biological brain as estimates believe that 'strong AI' 
equivalent to the performance of the human brain would not be 
possible for the near future and appallingly the median year for the 
accomplishment of the same was recorded by some scientist and 
scholars around the year 2099 (Ford, 2018 p. 528). The artificial 
neural networks are a subdivision in the field of machine learning and 
in an advanced manner as they possess these neural links similar to 
the neurons in the brain except for the fact that these are binary2. 
 
To understand the legal implication of the DABUS system in 
relevance to patent laws it would be important to primarily 
understand certain basics of the system, DABUS it possess a mix of 
two types of artificial neural networks while the former produces 

 
1 Patents Act 1990 (Cth) ss 2A, 3, 7, 18, 15, 29, 29A, 40, 45, 59, 64, 101B, 
101E, 113, 138, 142, 172, 182, 185, 
208; sch 1, Intellectual Property Legislation Amendment (Raising the Bar) 
Regulation 2013 (No. 1) (Cth), Intellectual Property Legislation Amendment 
(TRIPS Protocol and Other Measures) Regulation 2015 (Cth), Patents 
Regulations 1991 (Cth) regs 3.1A, 3.2A, 3.2B, 3.2C, 3.18, Patent Cooperation 
Treaty (Washington, 19 June 1970) arts 4, 9, 27, 5. As mentioned under the 
legislation division of the original judgement of the federal court. 
2 BEACH J, had used the interpretation he had provided in the case of Otsuka 
Pharmaceutical Co Ltd v Generic Health Pty Ltd (No 2) (2016) 120 IPR 431; 
[2016] FCAFC 111 ( Para 135-138) where a detailed discourse on neural 
networks. 
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output based on disturbance leading to self-stimulation of the 
network and the second type of these networks classify these signals 
in a hierarchical basis thereby conduction evaluation of the output 
and assessing its novelty whilst eliminating the remaining and 
ultimately resulting in novel creations, much similar to the human 
brains cerebral cortex and thalamus relationship. Justice Beach 
asserts that DABUS performs neurocomputing much similar to 
human brain activity. 
 
Commissioner of Patents contentions 
 
The commissioner iterates that in line with provision Section 15(1) 
(a)3 that inventor refers as being human and there is no room for a 
non-human interpretation taking into account the necessary 
literature such as the dictionary meaning of the word 'inventor' itself 
arguably refers to that of a human being. Further, the application was 
filed through the PCT as a result the commissioner argues that the 
word 'inventor' as mentioned in the act4 bears the same meaning as 
Section 15(1)(a). He further claims that the true intent and object of 
Section 2A object i.e. “balances over time the interests of producers, 
owners and users of technology and the public” can be given due 
effect only if the inventor is said to be a human being and without 
delving further into legal reasoning stated that the matter as to what 
is the true intention of the statutes object and for it, to aide the 
owners of AI the commissioner left the ambiguity to be dealt by the 
parliament for enhanced clarity on the issue, finally, the 
commissioner in the concluding remark iterated that Section 15(1) 

 
3 15(1) provides: Subject to this Act, a patent for an invention may only be 
granted to a person who: (a) is the inventor; or (b) would, on the grant of a 
patent for the invention, be entitled to have the patent assigned to the 
person; or (c) derives title to the invention from the inventor or a person 
mentioned in paragraph (b); or (d) is the legal representative of a deceased 
person mentioned in paragraph (a), (b) or (c). 
4 Reg 3.2 C(2)(aa) Patents Regulations 1001 (Cth) “ provide the name of 
the inventor of the invention to which the application relates”. 
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(a),(b),(c) have no application as DABUS can neither be an inventor 
nor can grant the patent to the owner Mr Thaler due to lack of legal 
status of DABUS. 
 
Judgement 
 
The court opined on the fact that there is an acute absence of any 
provision or regulation mandating that artificial intelligence is 
beyond the scope of being considered an 'inventor' as per the mandate 
of the patent rules and regulations applicable in Australia4. The court 
whilst engaging in the interpretation ruled out the commissioner 
interpretation of the legal meaning of the word to that of the 
dictionary which the court contradicted stating dictionary meanings 
by nature are ‘exemplary and inclusive’4. Further added that 
dictionaries are updated by usage and over changes in the socio and 
technological advancements while iterating that dictionary meaning 
are not to be strictly observed as statutory interpretation in the 
absence of legal definitions4. The argument of 'inventor' mandatorily 
being a human was rejected as the law gives room for body politic as 
well as corporation. The court however concurred that the DABUS 
device was incapable of being granted a patent nor assign or own a 
patent due to the absence of any legal standing. However, the 
question of the AI system being an ‘inventor’ was answered in the 
affirmative. One of the reasonings for an AI being capable of being 
an 'inventor' was with regard to the word 'inventor' being an agent 
noun, thus adding a suffix 'er', 'or' and therefore the noun in effect 
postulates the agent undertaking the act for instance 'printer', 
'computer', 'earthmover' etc. Drawing from this analogy the agent 
can either be a person or thing, thus removing the compulsion of the 
'inventor' being a human and the artificial intelligence, as a result, 
can be regarded an ‘inventor’ in this parlance. The court finally 
delved into the issue after stating that DABUS can be identified as 
an inventor for the act however it can neither be an applicant for a 
patent nor can it legally assign the same. The court concluded that 
however, the patent could be assigned under Section 15(1) (c) as the 
requirement of communication and the constricted interpretation as 
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the means of title transfer through an assignment (High Court of 
Australia, 1923) was rejected as contended by the commissioner. The 
court gave a broader construction and interpretation whilst holding 
that the DABUS being under the control and ownership of the 
applicant Mr Thaler is ought to have communicated the invention to 
him effectively. Therefore, the court was of the opinion that on a fair 
and broad reading of Section 15(1) (b) & (c) the patent can be given 
to a legal person in a situation where the invention is carried forth 
by an artificial intelligence system or device as the ‘inventor’. 
 
Europe (EPC) 
 
In the crusade of arguing the patentability of artificially generated 
inventions over time reducing the involvement of humans in the 
process14 and as a matter of fact, it is argued by Prof Abott (Abbott, 
2016 p. 1079) that computers have been effecting patentable 
innovations since the dawn of the 21st century and it would be 
redundant to overlook the rich jurisprudence deliberated in Europe 
where the European Patent Convention (EPC)5 serves as the 
foundation for the legal framework behind patents across Europe. 
The EPC excludes mathematical computations and computer 
programs from being patentable in character except for reasons 
technical in nature6 and beyond the general expectations on the 
interaction between the software and hardware of the system. The 
European Patent Office in line with recent developments has 
provided guidelines for the qualifications of patentability in relevance 
to artificial intelligence7 The European Parliament needs to be 
commended for taking up a resolution towards better understanding, 
awareness and applicability of AI in intellectual property rights 

 
5 Please refer to: European Patent Convention (Convention on the Grant of 

European Patents),1973 and subsequently revised in two instances once in 
1991(Art 63 EPC) and 2000( Art 29 EPC) 

6 Case T-1173/97 Computer Program Product/IBM, Technical Board of 
Appeal 1/7/1998. Refer to Article 52(2) & 52 (3) EPC. 

7 Please refer to: The European Patent Office, Guidelines for Examination, 
G-II 3.3. 
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(Committee on Legal Affairs, European Parliament, 2020). The EPO 
does not exclude patentability of ‘inventive’ outputs registered by an 
AI and further the process behind such an invention is deemed 
inapplicable (Blok, 2017 p. 69). Similarly, another angle that needs to 
be considered is from both an international perspective and domestic 
stance is synonyms to the dictum that whilst granting of patents 
needs to be scrutinised in-depth concerning novelty, inventive step, 
industrial applications & disclosure it must be borne in mind that the 
same should be devoid of any discrimination towards the fields of 
technology8. 
 
DABUS system filed patent applications through Dr Thaler in the 
EPO much similar to the filings made in Australia and the patent 
office in Europe had rejected the contentions due to the absence of a 
human characteristic of the 'inventor' which the EPO argued was in 
contradiction to the article and rules of the EPO9. The EPO 
contended that as per the auspices of the provisions the details of the 
inventor needed to be included in the application i.e., address, 
surname etc., and therefore the addition of a machines name (DABUS) 
would not be acceptable to the statutory interpretation of the 
provision (European Patent Office, 2020). It is important to note 
some of the arguments raised by the EPO office with regard to the 
definition of an ‘Inventor’. It was argued that ‘Inventor’ is referred to 
as a natural person (European Patent Office, 2020) and the same is 
also an internationally applicable standard (European Patent Office, 
2020). and as a result, the human character standard applies to a 
majority of international jurisdictions, domestic courts10 and other 
EPC members (European Patent Office, 2019). Lastly, the EPO 
concluded that none of its members has opined that an 'Inventor' 
could be non-human and if so particularly that AI can be an 'Inventor' 

 
8 Please refer to Article 27 TRIPS (The Agreement on Trade-Related Aspects 

of Intellectual Property Rights) & Article 52 EPC. 
9 Please refer to: Article 81 & Rule 19(1) EPC. 
10 Please refer to: UK Case laws of University of Southampton’s Applications 

[2004] EHWC 2107 (Pat) [39], Yeda Research v Rhone-Poulenc [2007] 
UKHL 43 [20]. 
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(European Patent Office, 2019). The most important aspect of the 
decision which was opined in the affirmative by the Australian 
Federal Court was rejected with regard to assignment and ownership 
of DABUS, the EPO contends that the applicant Dr Thaler would 
not be the employer of the DABUS device and ruled out the successor 
in title to him citing a lack of legal personality of DABUS prevents it 
from either employment or transfer of title (European Patent Office, 
2019). Lastly, the TRIPS agreement for the protection of technology 
argument put forth by Dr Thaler was rejected as the issue is two-
faced one concerning mere administrative details of 'inventor' such 
as name, address etc. whilst the other with relevance to the practical 
grant of patent i.e. the patentability of the AI system/device 
(European Patent Office, 2019).  
 
United Kingdom (UKIPO) 
 
The UKIPO handled similar issues with regard to DABUS on the 
application filed by Dr Thaler and held that a non-human inventor 
cannot be accepted in the current laws of the UK11 and only a natural 
persona can be accepted as an 'Inventor'. The patent office while 
giving its decision had conceded that there is limited jurisprudence 
on the matter and with regard to the current statutory provisions the 
interpretation would only lead to the fact that an 'Inventor’needs to 
possess human characteristics and thus ruling out any machines and 
AI devices (DABUS) from being named an 'inventor' (UK Intellectual 
Property Office, 2019). The UKIPO also delved into the definition of 
the term 'Person' as used in Section 7 & 13 holdings that having 
limited jurisprudence and directions from the courts or legislature it 
would be redundant to hold that the term can refer to non- humans 
such as machines & AI (UK Intellectual Property Office, 2019). 
However, it is interesting to note that the office had stated that the 
accommodation of the machine or AI inventions would be possible in 
the future whilst stating that the present architecture of the law and 

 
11 Section 7 and 13, UK Patents Act,1977. 
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legal reasoning would not accommodate such a request and it is for 
the parliament to take up the matter and devise a new legislations for 
the accommodations of such AI induced innovations (UK Intellectual 
Property Office, 2019). The High Court of Appeal upheld the 
contentions of the UKIPO (The High Court of Appeal, 2020). The 
overall contention of the court can be summarised that the current 
law limits the application of non-human under the ambit of the 
definition of 'Inventor', however, the court stated that the issues 
raised in the current claim were more suitable for legislature and 
policymakers to delve into the matter and make the necessary 
modifications or amendments of the provisions under the UKIPO 
such as Section 7 & 13. It is interesting to note the critic of the 
judgement as stated by Prof Abott that delay in the overhaul of the 
IP laws would ultimately result in limitation of AI induced 
innovations and a situation where humans take credit for the work 
carried on by AI (English, 2021).  
 
US (USPTO) 
 
Dr. Stephen Thaler’s first two applications for products created by 
DABUS were considered incomplete, and therefore, rejected by the 
United States Patent and Trademark Office (USPTO) on the 
grounds that Dr. Thaler failed to name a natural person as the 
inventor. The USPTO justified their stance by explaining that US 
legislation repeatedly refers to inventors as natural persons; thus, 
allowing a broader interpretation of the term ‘inventor’ would 
“contradict the plain reading of patent statutes.” (Dhaliwal, 2020) 
 
Dr. Thaler appealed the decision to the District Court of Eastern 
Virginia seeking for the declarations that a patent application for an 
invention generated by AI that meets the inventorship criteria, should 
list the AI as inventor; and that a patent application for inventions 
generated by AI should not be rejected on the basis that a natural 
person has not been identified as the inventor. The District Court 
rejected the appeal for reasons largely similar to those of the USPTO. 
They argued that the words ‘inventor’ and ‘individual’ were limited to 
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natural persons. Dr. Thaler argued that the general purpose of the 
patent laws would be furthered by granting AI inventor’s rights as it 
would promote innovation by incentivizing the development of AI, 
and encourage the commercialization and disclosure of AI information. 
Dr. Thaler added that this would also protect the moral rights of 
human inventors, which is also part of the general purpose. The Judge 
however dismissed these arguments stating that Dr. Thaler failed to 
provide a justifiable reason for the Court to consider policy reasons 
instead of following the plain meaning of the statute. Therefore, the 
Court ruled that Dr. Thaler’s arguments were not sufficiently strong 
to convince the Court to ignore the fact that it was abundantly clear 
that Congress intended to have the definition of the term ‘inventor’ be 
limited to natural persons only. The Court added that while there may 
come a time where AI reaches a level of sophistication that may fulfil 
the criteria for inventorship and that time has not arrived yet. They 
explained further that when the time does arrive, it will be up to the 
US Congress to legislate upon the same and decide whether or not 
they find the need to expand the scope of patent law to allow AI to be 
considered inventors (United States District Court for the Eastern 
District of Virginia, 2021). 
 
South Africa 
 
In July 2021, a patent application that listed DABUS as the inventor 
was granted by the South African Patent Office; making it the first 
country in the world to do so. However, South Africa is a non-
examining country, that is, South African patent applications are not 
examined to check whether patent requirements are met. Additionally, 
South Africa does not require the inventor to divulge any previous art. 
Due to these reasons, any patent application in South Africa is granted 
if formal requirements are met, and are subject to third-party 
objections. Given that South African patents are not thoroughly 
scrutinised, many believe that the patent being approved was merely 
an oversight by the Patent Office (Patil, 2021).  
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Limitations of AI-Inventors 
 
Given that AI-inventors are an extremely new concept, and that it is 
difficult to ascertain how AI as a field will evolve, legislating upon the 
same is a mammoth task. Many questions remain unanswered such as 
the difference between the terms ‘automated’ and ‘autonomous’, and 
even the difference between ‘AI-generated’ or aided by AI. 
Unfortunately, these questions will remain unanswered until AI-
inventors are acknowledged by the global legal community, which at 
the time seems to be difficult to say the least. 
 
Further, it has been suggested that AI-inventors may lack the ingenuity 
that is required to ideate and generate inventive solutions, given that 
they lack creative thinking like natural-persons. However, a paper by 
the World Economic Forum makes the claim that ‘AI is no longer “just 
crunching numbers” but is generating works of a sort that have 
historically been protected as “creative” or as requiring human 
ingenuity’ (Kim, 2020). Apart from this, patent infringement liability 
by AI is another issue that remains unclear. In cases of patent 
infringement, it is the infringer who is liable to pay compensation to 
the owner of the patent. However, in case of an infringement by an AI-
inventor, it is unclear who the liability falls upon. As per the European 
Parliament Resolution of 16 February 2017, if a third party faces 
damages due to AI, the natural person behind the AI is to be held liable 
for the same, not the AI itself; which could be what is applied in cases 
of patent infringements by AI as well (World Economic Forum, 2018). 
If the natural person responsible for the Ai is to be held liable, it must 
be ensured that the liability is proportionately placed with respect to 
the authority that is delegated to the AI. 
 

Conclusion 

 
The legal discourse surrounding AI-inventors is currently in its 
nascent stage. While many countries seem averse to the idea of 
expanding the scope of ‘inventors’ to include AI along with natural 
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persons, we believe that it is inevitable. Given that AI generated 
inventions are unpredictable and somewhat boundless and that each 
country has different capacities and capabilities of adapting to new 
inventions, at this stage, the legal, economic, and social impact of AI-
inventors can only be speculated upon. The current benchmark for 
patentable inventions ought to be re-evaluated to accommodate for 
the changing scenario. The question regarding whether inventions 
that are autonomously created by AI-inventors are to be considered 
and protected under the gambit of patent law must be answered post 
scrutinising the possible effects, both positive and negative. 
 
The argument, that certain jurisdictions relied upon to state that AI is 
not eligible to be an inventor solely due to the fact that the statutes 
that define inventors describe natural-persons is questionable and 
short-sighted; given that the statutes were drafted long before AI was 
invented, and that it is inevitable that soon than later AI-inventors will 
be significantly impactful, and lawmakers will be forced to create 
legislations that include the same. In fact, it will only be a competitive 
advantage for countries that accept AI-inventors as early as possible. 
On February 19, 2020, the European Commission (“EC”) presented its 
proposal for comprehensive regulation of artificial intelligence (“AI”) 
at European Union (“EU”) level: the “White Paper on Artificial 
Intelligence – A European approach to excellence and trust” (“White 
Paper”). In our opinion, it is best that the rest of the legal community 
follow suit with the EC and begin to accept AI- inventors in the 
current scenario, instead of leaving the revolutionization of AI, AI-
inventions, and intellectual property laws to chance. 
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Abstract. In recent years, Artificial Intelligence (“AI”) has challenged many 
fundamental assumptions of how organisations and industries should operate. 
The Courts, traditionally seen as a hallowed ground graced by the best of 
lawyers, still remains as unchartered territory for AI’s infiltration. Yet, there 
is growing evidence which suggest AI may soon cross this frontier to replace 
important court functions. This article critically assesses the use of AI in law 
and the courts. Part II will first examine the arguments for and against the 
adoption of AI in the legal profession. Thereafter, Part III will critically 
examine whether AI should replace judges in the courts. Based on the analysis, 
the article provides some detailed recommendations on how AI integration 
with the courts should be conducted in Singapore. In view of the possible 
threats against AI applications, Part IV provides a security and safety 
framework which guides Singapore courts in the adoption of AI. Against the 
backdrop of this article’s recommendations, Part V will then discuss how 
automated AI judging may be done in the context of property disputes. 
Finally, Part VI concludes that AI integration should be readily welcome 
amongst legal practitioners, while AI should support instead of replacing 
current human judges. The implementation of AI should also be done in a 
calibrated, gradualist fashion. Unless AI judges can overcome their technical 
limitations in replicating judgecraft, AI should not be thrust into high 
responsibility judging roles on their own.   

Introduction 
AI and the Law: Overview 
 
Before this article examines the use of AI in the courts, it is perhaps 
timely to evaluate the current state of AI in the law in general. Based 

2 
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on the article’s analysis, it is clear that AI should continue to be 
embraced for bringing significant benefits to the legal industry. 
 

(a) Improving the efficiency and quality of legal services 
 
The use of AI has allowed lawyers to streamline their workflow, 
leading to greater efficiency and productivity in the legal profession. 
Increasingly, lawyers are using AI to review due diligence documents 
and perform analysis of contracts in bulk (Donahue, 2018). By 
providing automated support to lawyers, this would reduce 
bottlenecks which may delay deals (Donahue, 2018). 
 
Also, some AI tools greatly expedite the process of legal research. For 
instance, ROSS Intelligence streamlines time-consuming functions 
like writing case summaries, noting up previous precedents, or even 
finding cases which similarly mention a finely litigated point (Arruda, 
et al., 2018).  
 
Moreover, the increased automation of legal work will increase the 
quality of legal services, particularly in terms of their accuracy and 
reduced costs. 
 
Firstly, the use of AI may result in a higher quality of legal services, 
especially in the event of an anticipated litigation. For example, 
advanced AI applications like CaseCruncher Alpha are capable of 
predicting judicial decisions with a high degree of accuracy (Ashley, 
2019 pp. 93, 108-109). With these insights, lawyers will be better able 
to advise their clients in their litigation strategy.    
 
Secondly, an increased adoption of AI may allow clients to enjoy high 
quality legal services at a lower price. This is so as the cost savings of 
AI automation will translate into a reduction of fewer billable hours 
(Validatum, 2016). Such a phenomenon will be highly beneficial to 
individuals and smaller businesses, as they can gain greater access to 
affordable options for legal services (Cohen, 2016). 
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(b) Automation bias 
 
Detractors of AI contend that AI might result in automation bias 
within the legal profession. By definition, “automation bias” refers to 
an impulse to accept a computer’s recommendation with excessive 
faith, without processing the algorithmic output vigilantly (Citron, 
2008 pp. 1249, 1271). They further proffer that the reliance of AI 
would result in a deterioration of legal reasoning in society, 
reminiscent of how GPS navigation eroded people’s ability to find their 
directions on their own (Michaels, 2020 pp. 1083, 1088).   
 
However, there is currently no strong empirical evidence in the 
machine-learning context to substantiate the concerns of automation 
bias (Huq, 2020 pp. 611, 682). Furthermore, it is important to note 
that legal AI is mostly used to support a lawyer’s work functions. As 
such, a lawyer will still have to exercise one’s independent legal 
judgment to decide whether an AI’s recommendations should be 
incorporated.  
 
Hence, the concerns over “automation bias” is not fatal enough to 
resist the adoption of AI tools in law. 
 

(c) Technological displacement of lawyers 
 
The most vociferous objections against AI adoption lies in the 
concerns that legal professionals would be displaced by technology. 
This stems from the fact that some legal practices with more routine 
job functions are highly susceptible to automation (Lin, 2019). 
 
Despite such well-founded concerns, it is unlikely that AI can 
completely replace a human lawyer. Other than processing legal 
information and making predictions, AI machines lack the capability 
to negotiate with clients (Lohr, 2017) and providing commercially 
sensible legal advice.  
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Moreover, empirical evidence suggests that the advent of legal AI 
merely translates into a future reduction of lawyers’ working hours 
(Lohr, 2017). It does not definitively conclude that AI adoption would 
necessarily lead to the future unemployment of lawyers. 
 
In any event, the strong concerns over a lawyer’s job security should 
not militate against the adoption of beneficial AI technologies. As the 
experience of AI adoption in other industries have shown, the onus 
should lie on lawyers to develop new skills and adapt to the 
prospective changes accordingly. 
 
AI and the Courts 
 
In many countries, AI has been incorporated to serve auxiliary judicial 
functions. This includes how U.S employs the COMPAS AI to 
determine a defendant’s risk of recidivism, which would then inform 
human judges’ decisions about bail and sentencing (Tashea, 2017). 
Meanwhile, Mexico uses the Expertius system to provide advisory 
opinions on whether an individual is entitled to a financial pension 
(EXPERTIUS: A Mexican Judicial Decision-Support System in the 
Field of Family Law, 2008). 
 
Increasingly, countries have begun to challenge such a paradigm by 
allowing AI to be an arbiter in disputes. Since 2017, China’s Hangzhou 
Internet Court uses AI judges to adjudicate online trade disputes, 
copyright cases and e-commerce product liability claims (Ito, 2019). 
This has since been replicated in other states like Beijing and 
Guangzhou (Ito, 2019). Similarly, Estonia also began employing robot 
judges to adjudicate small claims (Tangermann, 2019). 
 
Presently, the integration of AI into the courts has not gained traction 
in Singapore yet. Despite its enumerated risks, Singapore should seek 
to delegate some important court functions to AI — particularly the 
adjudicative role of human judges — as long as there is a robust system of 
checks in place.  
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(1) Evaluation of using AI judges in the Courts 
 

(a) AI’s efficiency and ability to reduce human bias 
 
The use of AI would increase the efficiency of the courts. Unlike 
human judges, an AI’s algorithmic decision procedure can be used to 
adjudicate vast number of cases in a highly efficient manner (Solow-
Niederman, et al., 2019 pp. 242, 255-256). This may also lead to other 
spill-over effects, such as increased cost-effectiveness (Volokh, 2019 
pp. 1135, 1139) arising from greater digital economies of scale (Wu, 
2019 pp. 2001, 2002). 
 
By creating some form of standardisation in the adjudication process, 
AI judges also aspire to reduce arbitrariness — which may stem from 
many factors like unconscious assumptions or even decision fatigue 
(Sourdin, 2018 pp. 1114, 1129) — and some forms of cognitive biases 
inherent in human judges’ intuition (Sourdin, 2018; Kahan, 2013). 
 
While the use of AI ineluctably increases courts’ efficiency in resolving 
their heavy caseloads, it is doubtful whether AI judges can completely 
eliminate bias from judicial decision-making in practice. 
 
In particular, machine learning AI systems inevitably suffer from 
learning bias due to its path dependent background. Bias will 
inevitably be normatively introduced by human design and 
engineering choices at any point (Kelleher, et al.) — whether in 
performing an evaluative selection of an algorithmic architecture 
(Huq, 2020 p. 646) (whether a neural network or a decision tree-based 
model), network topology, (Huq, 2020 p. 647) or in the selection of 
training data.  
 
One key challenge of AI is the quality of the data upon which AI 
systems rely. As a product of existing social structures, the training 
data replicates the biases and blind spots of individuals who have 
curated it (Huq, 2020). In the U.S., the assessment of risk of recidivism 
under COMPAS’ sentencing algorithms are found to contain internal 
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biases against black offenders, as the AI was trained on crime data 
reflecting the preexisting racial bias in law enforcement (Thompson, 
2019; Angwin, et al., 2016).  
 
In such situations, it becomes highly important for AI engineers to 
perform counterfactual fairness testing regularly (Personal Data 
Protection Commission of Singapore, 2020), so that any inherent bias 
within the system can be duly identified and addressed. This would 
prevent the discrimination based on sensitive attributes like race and 
gender (Kusner, et al., 2017).  
 
Nonetheless, studies have found that such detected bias in decision-
making can be reduced by auditing its outcomes and setting 
appropriate constraints (Kleinberg, et al., 2017 pp. 237, 275-278). This 
is important as it underscores a key advantage that AI has over human 
judges, which entails how algorithmic bias can detected and corrected 
more easily than human bias (Casey, et al., 2019 pp. 333, 352). 
 
Aside from the issue of inherent bias, a machine learning AI system 
might make inaccurate decisions due to statistical limitations. For 
instance, AI judges would usually apply a high variance model with 
many legal parameters (Singh, 2018), which reflects the multiplicity of 
legal rules. By basing the AI decision-making very closely on a limited 
set of training data, this would result in over-fitting of available 
training data when applied to more novel scenarios (Solow-
Niederman, et al., 2019 p. 271). 
 
This issue, however, can easily be mitigated in part by integrating 
rule-based expert systems into the AI’s machine learning system. By 
encoding specific rules as code into the AI algorithm, it can help to 
fine-tune areas of legal reasoning with lower precision or recall, or 
even areas which has yet to be successfully trained (Hybrid Approach 
Combining Machine Learning and a Rule-Based Expert System for 
Text Categorisation, 2011 p. 328).  
 

(b) Concerns over transparency of AI decisions 
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At present, machine learning AI systems can produce outcomes 
without being able to provide a proper explanation for human 
comprehension.  
 
For machine learning AI systems to attain their desired ends, deep 
learning functions help to draw mass correlations within data to infer 
complex statistical patterns. Unlike linear regression models, machine 
learning models use indeterminable weights for each feature that are 
used to make a prediction (Hacker, et al., 2020 pp. 415, 417). Therefore, 
the workings of a machine learning model often lie beyond 
conventional human understanding (Casey, et al., 2019 p. 355), since 
it does not involve any logical reasoning or causal inferences (Solow-
Niederman, et al., 2019 p. 263; Huq, 2020).  
 
While an AI product can deliver automated post hoc rationalisations, 
they may not reflect the AI’s true decision-making process (Solow-
Niederman, et al., 2019 p. 261). For example, instead of providing 
direct reasons for its decision, an AI judge may use counterfactual 
explanations (Buocz, 2018 pp. 41, 49) like “if X had been done, then you 
would have attained outcome Y as you hoped”.  
 
It appears that AI critics are chiefly concerned about such a degree of 
incomprehensibility of AI decisions. They seem to accept how human 
judges leave room for uncertainty on particular issues for future 
reinterpretations (Re, 2014 pp. 1861, 1891), but object to how the 
process of obtaining AI outputs is completely incomprehensible.  
 
In the critics’ view, the use of AI judges may compromise one’s 
procedural right to due process (Citron, 2008 p. 1252) to understand 
the operation of the law. It may also create intractable technical 
challenges for the judiciary to maintain oversight or intervene in an 
AI’s decision processes (Solow-Niederman, et al., 2019 p. 266). 
 
However, these concerns over AI’s “black box” reasoning is rather 
misdirected as it is based on a false comparison (Casey, et al., 2019 p. 
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355). It is pointed out that a human brain also functions like a black 
box, where judges’ written opinions may actually be ex post 
justifications for other underlying factors (Casey, et al., 2019 p. 356). 
 
If anything, it may well be possible that the critics’ argument against 
AI’s black box reasoning is merely a way to bring in their emotional 
preference for human interaction in court processes (Huq, 2020 p. 655). 
Given that humans generally grow accustomed to the use of AI after 
initial resistance, the arguments against the AI’s incomprehensibility 
will likely lose their vehement force sometime after its adoption (Wu, 
2019; Volokh, 2019). 
 
Therefore, rather than focusing on the transparency of computer 
reasoning, it is more appropriate for AI to be assessed based on how 
well the AI system achieves its intended objective — whether in terms 
of performing rule application or fact finding. 
  

(c) Effects of codified justice on judge’s discretion 
 
The proposed use of AI has also been opposed for its potential 
implications on judicial discretion, which is often viewed as tool to 
ensure fairness (Lai, 2019).  
 
Critics of AI are of the view that AI adjudication would not only update 
legal rules, but also inexorably alter underlying values of equitable 
justice. Traditionally, equitable justice aspires to apply consistent 
principles in a contextual manner, while necessarily allowing for 
minor deviations from principles in exceptional circumstances (Solow-
Niederman, et al., 2019 p. 253). As such, equitable justice allows judges 
to weigh relevant mitigating factors meticulously before deciding on 
a just and appropriate sentence for an offender. 
 
A shift towards codified justice would promote the standardisation of 
all legally relevant variables in advance, in view of promoting 
efficiency and consistency (Solow-Niederman, et al., 2019 p. 254). As a 
by-product, this may arguably result in reduced spaces for judicial 
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discretion to consider other fact-sensitive factors in individualised 
proceedings, leading to a mechanical application of the law. Critics of 
AI also contend that it is disempowering for litigants to submit to an 
external authority (Michaels, 2020 p. 1097) (Solow-Niederman, et al., 
2019 p. 276) as they are no longer able to persuade judges to exercise 
their discretion. 
 
Such concerns are oversimplistic, as AI judges do not necessarily 
result in a shift away from equitable justice.  
 
By using a rich data set in training the AI model, an AI judge might 
even be able to identify more granular distinctions and better calibrate 
decisions to individual case facts (Solow-Niederman, et al., 2019 p. 
259). For instance, the algorithm can parse many mitigating and 
aggravating factors to deliver a sentence that is highly calibrated to 
the offender’s circumstances. 
 
Furthermore, equitable considerations can be encoded to form the AI’s 
intended end objective. Volokh points out that it is possible to ensure 
AI judges are not only legally correct, but also compassionate. This 
can be done by including compassion as one of the criteria when a 
panel of legally trained evaluators tests the AI machine at the 
preliminary stage (Volokh, 2019 p. 1167).  
 
On a final note, it is also important to note that people may 
fundamentally disagree on the utility of discretion across different 
issues. In particular, many Singaporean citizens were aggrieved by the 
State Courts’ recent decision to put a young sexual offender under 
probation on account of his “potential to excel in life” (Sun, 2019; Zula, 
2020). As a judge’s discretion might be perceived to be arbitrary at 
times, the use of AI judges would be timely to ensure discretion, if any, 
is kept within acceptable bounds. 
 

(d) Perceived inability to apply the law in complex cases 
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Besides the concerns of codified justice, the ability of AI judges to 
apply the law has also been questioned.  
 
At first blush, it is inconceivable how AI systems can apply relatively 
vague legal standards like “reasonableness” to the facts. It is also 
difficult to envisage how an AI judge can reconcile different pieces of 
evidence and draw relevant inferences accordingly. However, since AI 
uses a data-driven paradigm which is completely different from human 
reasoning, its ability to apply the law should be judged in terms of its 
outcome (Volokh, 2019 pp. 1140-41) rather than based on its reasoning 
process. 
 
In terms of applying the law, it appears that AI systems actually 
outperform human judges in issuing accurate predictive decisions 
(Huq, 2020 p. 654) (Sourdin, 2018 p. 1125). Within the context of pre-
trial bail and domestic violence arraignments, empirical evidence 
suggests that machine learning tools generate fewer false positives and 
negatives at the population level as compared to most human decision-
making (Huq, 2020 pp. 654-655). 
 
However, AI systems face difficulties in applying the law to “hard 
cases”. When a novel case does not share pertinent features with prior 
analysed cases, the AI’s algorithmic logic as inferred from the training 
set cannot be extrapolated to make accurate predictions (Surden, 2014 
pp. 87, 105). It is further contended that “hard cases” necessitate a fresh 
evaluation of circumstances via a judge’s discretion, which lies beyond 
the capability of machine learning AI systems (Comes, et al., 2018). 
 
Additionally, despite the rise of Natural Language Processing 
(“NLP”), there are still concerns that AI judges may not appreciate 
different text nuances in different contexts (Wu, 2019 p. 2024). For 
instance, an AI judge might interpret “I am going to kill X” 
erroneously as a death threat, even though it might be articulated as a 
figurative statement in reality (Wu, 2019 p. 2024). 
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AI machines also face similar difficulties in applying the law when 
legal rules contradict each other (Wu, 2019 p. 2003). This problem is 
less fatal, as it can be mitigated by applying complex conflict 
resolution techniques within the machine learning system (Methods 
for Rule Conflict Resolution, 2004). 
 

(e) Perceived inability to perform finding of fact 
 
Besides AI’s limitations in applying the law to hard cases, critics also 
contended that AI judges are virtually incapable of replacing a human 
judge’s fact-finding capabilities. 
The process of fact-finding often involves decisions which include but 
are not limited to: whether an evidence is probative of the existence of 
a fact in issue (Bell, 2013 pp. 519, 521), whether a witness’ evidence is 
reliable and consistent (Bell, 2013 pp. 524-28), what inferences can be 
drawn on the facts (Bell, 2013 p. 540), and whether the fact in issue is 
proved to the requisite standard of proof on a whole (Bell, 2013 p. 546).  
 
Some of the questions can be answered in light of current 
advancements in technology. With the developments in affective 
technologies, AI may soon be able to interpret human emotions 
(Comes, et al., 2018 pp. 59, 97) to help assess witnesses’ credibility. In 
addition, an AI algorithm can parse many factors, which can be used 
by AI to ascertain if a piece of evidence is reliable and thereby 
admissible under the Evidence Act. 
 
While some types of fact-finding are suited for mechanisation, there 
are nonetheless aspects of fact-finding which are best left to human 
judges (Solow-Niederman, et al., 2019 p. 283). Notably, questions like 
“whether adverse inference should be drawn” involve the considerable 
use of judicial discretion (Gennaioli, et al., 2008 pp. 1-2), which lies 
beyond the scope of machine learning (Comes, et al., 2018 p. 100). 
 

(f) Perceived inability to develop the law 
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Another objection mounted towards AI judges lies in how it stifles the 
dynamic process where legal rules and standards are updated. This is 
perhaps the strongest argument which critics of AI can put forth. 
 
Unlike human judges, AI cannot draw upon their foresight and lived 
experiences in society to adapt existing legal rules. Even if a 
“programme of discretion” can be regularly updated into the AI to 
reflect a changed social or legal consensus (Solow-Niederman, et al., 
2019 p. 280),  an AI system still lacks a human judge’s rights-driven 
moral reasoning (Wu, 2019 p. 2025). This makes it difficult for an AI 
to develop or reformulate the law in groundbreaking fashion like 
Singapore Court of Appeal’s Spandeck decision (Supreme Court of 
Singapore - Court of Appeal pp. [73]-[86]). 
 
(2) Recommendations for AI integration with Singapore courts 
 
In summary, the enumerated advantages of AI systems should justify 
its inclusion within the courts, albeit via a carefully calibrated 
approach. The courts should start off by adopting a hybrid machine-
human model, thereby allowing them to streamline their workflow 
while mitigating all AI-related concerns.  
 
While it is empirically shown that human involvement as backstop to 
AI algorithm decreases accuracy of prediction (Huq, 2020 pp. 665-67), 
this is necessary in light of AI’s limitations. As mentioned earlier, AI 
systems are still afflicted with a limited ability to apply the law to “hard 
cases”, perform judicial fact-finding and develop the law when 
necessary.  
 
Nevertheless, there is an immediate scope for in-house AI to be applied 
in various lower-level support functions. At every stage, it is important 
for the judge to critically evaluate the AI’s generated work instead of 
processing it into a trusted final decision immediately. This will guard 
the judiciary against concerns over possible automation bias (Citron, 
2008 p. 1272). 
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An AI system can assist a judge’s input request to search for requested 
literature, and expediently return the searches via ranked retrieval 
results (Buocz, 2018 pp. 40, 50). The AI system may go even further 
by drawing links between research materials and structure them into 
a template opinion (Sourdin, 2018 p. 1124). The AI’s algorithmic 
output can then provide an advisory role to support the human judges’ 
deliberation process. 
 
Once the AI system is capable of producing high quality briefs and 
opinions consistently, the Attorney-General’s Chambers (“AGC”) may 
allow AI to replace low-level judging roles. It may be allowed to 
perform unassisted adjudications at the State Courts, when the impact 
of a potentially defective judgment is not as serious.  
 
After the AI is sufficiently tested and calibrated to deal with more 
complex issues, it may gradually be elevated to a judging role at the 
High Court.  
 
In line with the finding in Part III(1)(c), AI should be designated to 
adjudicate on disputes which favour a rigid and mechanical application 
of the law, such as issues of tax law. For criminal or administrative law 
cases, AI may nonetheless be used to provide a decision on specific sub-
issues as long as it lies within the capabilities of an AI system. 
 
There are two possible ways in which an AI judge can be used at trial. 
For one, a human judge may be included in the AI’s decision-making 
loop, such that all algorithmic outputs come with a human judge’s 
affirmation. Such a “human-in-the-loop” approach is justified in light 
of the possibly high severity of an incorrect decision (Personal Data 
Protection Commission of Singapore, 2020 p. 33). 
 
Alternatively, both the human judge and AI system can be included 
together in an expanded coram of two judges. In both circumstances, 
the AI machine’s decision or fact-finding may be reviewed and even 
overturned on appeal to the apex court. 
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In any event, the entry of AI systems into the courts is likely to be a 
gradual process. Given that AI mostly excel in their individual tasks 
separately, it would take time before AI can truly replicate the entire 
range of skills possessed by a human judge (Buocz, 2018 pp. 40, 46) 
(Solow-Niederman, et al., 2019 pp. 285-287).  
 
AI Safety and Security Measures 
 
Before automated judging is implemented, the AI system should 
incorporate robust safety and security countermeasures. By adopting 
a multilayered system of protection, this ensures that the AI’s network 
and data security is better protected against many types of attack 
vectors. 
 

(a) Threat modelling, penetration testing and attack response 
plans 

 
The overarching security framework will first require AI engineers to 
perform threat modelling. During this process, AI engineers must 
identify the potential threats to the AI system, and possible structural 
vulnerabilities at each point where data is stored and transferred 
(Myagar, et al., 2005). Thereafter, the AI system should be fitted with 
necessary security mechanisms to mitigate the identified threats. 
 
In addition, AI engineers should proceed to conduct penetration 
testing, which simulates an attack by an unauthorised user on the AI 
system. The tests would indicate whether the implemented security 
measures have been effective (Bacudio, et al., 2011 pp. 19, 20). If the 
security infrastructure was ineffective in combating an attack vector, 
it should be fine-tuned and improved accordingly. 
 
Beyond these measures, it is also important to formulate attack 
response plans (Comiter, 2019). This ensures that parties can react 
quickly to control or mitigate any damage in the event of a malicious 
attack. 
 



e-ISSN: 2582-6999    | isail.in/journal                                                           35                                                                          

(b) Transport Layer Security protocol for online information 
retrieval 

 
One of the proposed security measures involves the use of 
cryptographic encryption protocols like Transport Layer Security 
(“TLS”). As the AI system might need to retrieve foreign literature 
from online legal databases like Lexis, the TLS system would ensure 
the security of the data in transit. This is necessary to ensure the 
integrity and confidentiality of the AI’s retrieved data (Parmar, et al., 
2015 pp. 35, 36). 
 
For instance, the AI judge would first send a hello message to the 
Lexis server, before Lexis sends over its public key certificate (Das, et 
al., 2014 pp. 68, 70). The AI system uses Lexis’ digital certificate for 
server authentication based on its chain of trust, so as to ensure that 
the AI system is not interacting with a spoof website (Grigorik). Once 
done, the session keys would be generated using a key exchange 
algorithm (based on the RSA (Rivest Shamir Adleman) or Diffie-
Hellman paradigm), which would be used to encrypt and decrypt the 
transmitted data. 
 
With the TLS protocol’s encryption and authentication functions in 
place, the TLS protocol also employs a “Record” sub-protocol to 
protect the data from being tampered with. For each TLS record, this 
is done by generating and appending a pseudo-random message 
authentication code (MAC), (Das, et al., 2014 pp. 85, 70) which is 
essentially a one-way cryptographic hash function. The MAC 
checksum can be used to verify the integrity of the transferred data, 
such as the foreign literature sent from the Lexis server to the AI 
system.  
 
In the event that there is unauthorized alteration of transmitted data 
by third parties, the discrepancy in the hash values would be flagged 
out via a fatal error message to the AI system (Sarikaya, et al., 2011). 
The session would accordingly be terminated to halt the transmission 
of tampered data. 
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Although cryptography offers high level of security for data 
transmission, the AI system should take additional steps to guard 
against evolving cryptographic attacks. As seen in Figure 1, the Man-
In-the-Middle attack is still capable of targeting specific TLS 
vulnerabilities, which allows an attacker to eavesdrop on the data 
transmission elusively (Mallik, et al., 2019 pp. 77, 78) or even 
impersonate (Mallik, et al., 2019 p. 81) the Lexis server.  
 

 
Figure 1: Diagram of a Man-In-the-Middle (MITM) attack on a data 
channel (Parmar, et al., 2015 p. 37) 
 
Therefore, the AI system may fortify its defences to make it more 
difficult for attackers to intercept and decrypt messages without the 
appropriate keys. This includes the adoption of Geffe generation to 
yield highly random binary sequences (Kahder, et al., 2015). 
Alternatively, less secure key generation methods, such as the RSA 
model, should be replaced by more robust paradigms like the Elliptic 
Curve Diffie-Hellman key exchange model (Hema, et al., 2018) 
(Ronen, et al., 2019 p. 13). 
 

(c) Firewall protections for AI’s cloud database 
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During their operation, it is highly likely that multiple AI judges will 
be connected to a cloud database, which would store a repository of 
statutes, case precedents and literature. To prevent the integrity of 
data within the database from being compromised, strong firewall 
protections should be established within the internal cloud network. 
 
As shown by Figure 2, a firewall system only allows authorised traffic 
to access the cloud database, by protecting the points of entry into the 
network (Abie, 2000). This is achieved by applying a set of rules to 
inspect the contents of moving network packets, which entail an 
examination into its protocol type, destination IP address and its 
source IP address (Pundar, et al., 2014 pp. 841, 842).  

 
Figure 2: Diagrammatic representation of a firewall (Abie, 2000 p. 2) 
 
The firewall infrastructure must be supported by robust Intrusion 
Detection Systems (“IDS”) and Intrusion Prevention Systems (“IPS”).  
 
The IDS and IPS tools can identify cybersecurity threats (like malware 
and port scanners) by comparing their network activities to a known 
threat signature database, and thereby deny network traffic to such 
network packages (Rao, et al., 2014). To increase their effectiveness in 
filtering out cybersecurity threats, the threat signature database 
should also be updated regularly from other anti-virus labs and 
security providers (Rao, et al., 2014 p. 230). Hence, by strengthening 
the cloud database’s first line of defence, these tools can allow for 
enhanced threat management. 
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Nonetheless, it is important to note that a firewall is a form of 
perimeter defence (Abie, 2000 p. 4). Hence, a firewall is unable to 
prevent abuse of authorised access from within, especially by a 
disgruntled AGC employee with access privileges.  
 
Such a problem may be mitigated by the use of network segmentation 
(Jackson, 2018) within the internal cloud database. As such, employees 
will only possess access privileges to sub-networks which are relevant 
to their job responsibilities. By restricting the impact of any network 
intrusions or abuse to an isolated sub-network, this ensures that the 
AI’s database network is protected from any third-party tampering.  
 

(d) Guarding against data poisoning attacks in a machine learning 
model 

 
As AI systems are expected to manage many high-impact cases, 
hackers would ineluctably be keen to capitalise on AI vulnerabilities 
to inflict maximum damage on the courts (Volokh, 2019 p. 1174). This 
can be achieved by targeting either the AI’s training dataset, learning 
algorithm or the AI model itself (Comiter, 2019 p. 30). 
 
In particular, attackers would alter the training data set to prevent the 
AI model from learning specific patterns (Comiter, 2019 p. 13). Such 
data poisoning — which is often pernicious and hard to detect 
(Comiter, 2019 p. 9) — would cause the training algorithm to lose the 
ability to discern noise and anomalies from high-confidence data 
(Marshall, et al., 2018). As a result, this would prevent the sound 
application of targeted legal rules, which may lead to unjust outcomes 
and decisions. Furthermore, attackers may even install secret 
backdoors, which may be repeatedly accessed in future to trick the AI 
system (Comiter, 2019 p. 13). 
 
Hence, it is critical for machine learning AI systems to identify and 
reject maliciously introduced training data that negatively affects their 
algorithmic output (Marshall, et al., 2018 p. 106).  
 



e-ISSN: 2582-6999    | isail.in/journal                                                           39                                                                          

This may include internal security mechanisms like the Reject on 
Negative Impact (“RONI”) defence. This function measures the 
empirical effect of each training instance and eliminates data sets 
which have a substantial negative impact on an AI’s classification 
accuracy (Barreno, et al., 2010 pp. 121, 137). 
 
Other variants of the RONI defence may involve an audit on the 
accuracy of reconstructed models based on the user’s contribution of 
training data (Ying, et al., 2020) (Collinge, et al., 2019). The system 
will then reject inaccurate training data which are likely provided by 
attackers. 
 
Besides the use of internal defence mechanisms, the AI security 
infrastructure can be enhanced by using other available technologies. 
Proprietary systems like Darktrace can monitor the behavioural 
patterns of an AI system. In the event of an attack, it can detect any 
anomalies to the AI’s “normal” state of affairs in real-time (Darktrace, 
2019). Immediately after, the cyber defence system would 
automatically block the suspicious connections to return the AI system 
back to its normal state (Darktrace, 2017). 
 
In order to guard against data poisoning attacks, all data within the 
AI’s database— whether at rest or in motion — should also be 
encrypted. Without the securely protected decryption key, the 
attackers would be unable to reverse engineer the model with the data, 
thereby making it difficult for them to launch data poisoning attacks 
(Comiter, 2019 p. 66). 
 

(e) Resolution of AI’s internal weaknesses and glitches 
 
Aside from enacting countermeasures against unknown attack 
vectors, the inherent weaknesses and glitches within the AI system 
should be duly addressed.  
 
The AI system might exhibit undesirable “emergent properties” in the 
course of learning from the available training data (Volokh, 2019 p. 
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1172). Volokh cites an example of how an AI judge may end up relying 
on irrelevant facts, just because it uses particular words in a fact 
pattern that are somehow correlated to successful litigation outcomes 
(Volokh, 2019). 
 
Since it is difficult for AI to identify bias in its data sets, it is important 
that AI systems can be reviewed and audited by humans (Satell, et al., 
2019) (Marshall, et al., 2018 p. 106). This will facilitate the process of 
debugging and fine-tuning glitches found within the AI model. 
 
As such, the AI system should include an in-built forensics and 
security logging function. Firstly, it enables human experts to trace 
specific events, which are recorded as non-repudiable evidence in the 
algorithm metadata (Marshall, et al., 2018 p. 106). Also, it allows for a 
close examination into the state of specific classifiers which 
contributed to an inaccurate decision (Marshall, et al., 2018). Beyond 
the detection of glitches, the algorithm can also spot existing hacks 
and hidden backdoors within the AI system (Volokh, 2019 p. 1175) (in 
relation to Part IV(d)).  
 
After the faulty nodes within the AI system are detected and isolated, 
the AI system can then be fine-tuned accordingly through targeted 
updates. 
 

(f) Development of AI system by the statutory agencies 
 
On a final note, the development, testing and maintenance of the AI 
judge should be spearheaded by a public agency like GovTech 
Singapore.  
 
The main concern of relying on a private company stems from their 
possible conflicts of interest. There are strong concerns that a 
company may create a backdoor within the AI system, and seek to sell 
such an access for profit (Volokh, 2019 p. 1172). Furthermore, if the 
private company is involved in high-stakes litigation, it is feared that 
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they might manipulate the AI algorithm for a favourable outcome 
(Volokh, 2019). 
 
Potential Areas of Application: Property Disputes 
 
Despite the benefits of adopting AI judges, Part III(2) earlier 
recognised that AI’s technical limitations may militate against its 
adoption until the distant future. 
 
Against this background, this article seeks to explore how automated 
judging might then be applied to future disputes, specifically in the 
context of property disputes.  
 
(1) Broad structure of AI adjudication as a background  
 
Before exploring how automated judging can apply to property 
disputes, this section lays out the general process of AI adjudication as 
a background. 
  
During the process of adjudication, an AI machine will process the 
evidence from both litigants to establish the facts of the dispute. In 
cases involving complex fact-finding processes, the courts should 
instead assign a human judge to perform more sophisticated tasks — 
like reconciling conflicting version of the facts or drawing inferences 
from relevant circumstantial evidence. 
 
The fact finder will then funnel its algorithmic output to a separate AI 
judge, which would also be present in the proceedings. The main 
function of the separate AI judge is solely to apply the law to relevant 
facts. During the final adjournment of proceedings, the AI judge would 
then produce a plain-text judgment for perusal by the human judge in 
its decision-making loop.  
 
Thereafter, the human judge will review the AI’s written decision and 
verify if there are any misapplication of the law. At this time, a human 



Indian Journal of Artificial Intelligence and Law                                                    42 

judge may also perform substantive editing to reformulate or develop 
a legal rule, especially if the case is deemed to be a novel case.  
 
Upon the completion of this review, the edited text shall represent the 
final decision on that issue, which would be sent to the litigants’ 
counsels. Using a combination of natural language processing and 
advanced text-to-speech models like Wavenet (Rothman, 2017), the 
AI judge can also generate and read out a summary of the decision in 
the final hearing.  
 
Through a bifurcation of responsibilities, each AI machine can perform 
its specialised function more efficiently. The division of labour across 
multiple AI machines also facilitates a quicker troubleshooting process 
to resolve unexpected problems during their operation.  
 
Moreover, incorporating a “human-in-the-loop” also greatly reduces 
the possibility of causing a miscarriage of justice. This is especially 
important if the AI judge’s algorithmic output yields a false positive or 
negative outcome initially. 
 
(2) Application of multi-factorial tests to reach a conclusion 
 
For many property disputes, the legal test in question involves 
multiple conjunctive factors, where the conclusion is determined by 
the presence or absence of clear factors. Some examples include: tests to 
determine whether a contract for sale of land is enforceable, whether 
an object is a fixture, or whether formalities are satisfied (such as for a 
caveat application or lease of registered land). 
 
As rule-based expert systems can be integrated to optimise an AI’s 
artificial neural network, (Hybrid Approach Combining Machine 
Learning and a Rule-Based Expert System for Text Categorisation, 
2011 p. 328) (Youngcho, et al., 1994 pp. 497, 499-501) it is possible for 
the legal conditions to be encoded into the AI’s algorithm via “IF-
THEN” conditions.   
 



e-ISSN: 2582-6999    | isail.in/journal                                                           43                                                                          

The AI judge can then use a straightforward forward chaining method 
(Grosan, et al., 2011 p. 158) to test if the relevant factors are satisfied 
before coming to a conclusion (Figure 3). 
 

 
Figure 3: Rule-based logic for AI judge to decide if a contract for sale of land 
is enforceable 
 
To decide if ownership in an object is passed with the land, courts often 
have to deliberate if the object is a fixture or a mere chattel. By 
following the logic in Figure 4, a rule-based expert system within an 
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artificial neural network can allow the AI judge to reach a conclusion 
on that issue expediently. 

 
Figure 4: Rule-based logic for AI judge to decide if title in object is passed to 
new landowner 
 
However, in other areas of property law, AI judges must reach a 
conclusion based on the degree in which each factor is satisfied in the 
test. Instead of having factors which can be answered in a “Yes/No” 
fashion, many tests have factors which are more open-ended in nature. 
For instance, whether parties share a close relationship (Supreme 
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Court of Singapore - Court of Appeal, 2008 pp. [140]-[141]) involves 
a level of subjectivity which goes beyond a simple Boolean inquiry, 
especially since there are different gradations of closeness in a 
relationship. 
 
Nonetheless, AI judges can achieve a conclusion with the inclusion of 
fuzzy logic atop rule-based expert systems to support the use of 
interpolative reasoning (Grosan, et al., 2011 p. 424). By having 
probabilistic figures to determine if the elements in the test is met (see 
Figure 5), this better accords with how human judges answer more 
open-ended questions of law. At the same time, it provides a 
mathematical justification to the proof of the fact in issue on a balance 
of probabilities. 

 
Figure 5: Diagram of how Lau Siew Kim (Supreme Court of Singapore - 
Court of Appeal, 2008) might be decided by AI judge with fuzzy logic 
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Once done, the fuzzy rule-based expert system’s output can serve as a 
pre-processor (Grosan, et al., 2011 p. 426) to the AI’s artificial neural 
network for the determination of other complex issues. 
 
(3) Application of vague legal standards to reach a conclusion  
 
In some instances, the AI judge must determine if vague legal 
standards — whether in common law or statute — are satisfied on the 
facts. For instance, Section 46(2)(a) LTA (Land Titles Act of 2004 in 
Singapore) provides that the title of a proprietor of registered land is 
defeasible on grounds of fraud. 
 
As a result of the machine learning model, an AI judge should be able 
to determine if an action falls under the common law definition of 
fraud. With NLP functions, the neural network can be trained on 
different precedents. Through this process, the AI system will learn to 
classify whether a registered proprietor’s mental state crosses the 
threshold of “fraud” on a graduated scale. 
 
In particular, it should identify Torrens fraud only in cases of extreme 
dishonesty like Loke Yew (Privy Council, 1913). Through the training 
data set, the AI model should be able to make granular distinctions, by 
noting that “fraud” must necessarily result in the transfer of title per 
se. Any subsequent unconscionability after the transfer of title does 
not constitute Torrens fraud by itself. Additionally, following Bebe 
(Supreme Court of Singapore - Court of Appeal, 2006 p. [22]) and 
Malayan Banking, (High Court of Singapore, 2008 p. [40]) the AI 
judge should also note that common law negligence does not amount 
to Torrens fraud under Section 46(2)(a) LTA. 
 
Hence, as long there are enough foreign precedents to train the model, 
the AI model should possess a higher classification accuracy and lower 
variance (Junghwan, et al., 2016). Accordingly, it can then make a 
fairly accurate decision on whether a vague legal standard is engaged. 
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(4) Determination of remedies 
 
An AI judge is also equipped with the ability to determine the 
appropriate remedies across different types of property disputes. For 
instance, it should be able to easily determine the amount of 
compensation to the other joint owner after equitable accounting, akin 
to the Court of Appeal’s decision in Su Emmanuel (Supreme Court of 
Singapore - Court of Appeal, 2016).  
 
Arguably, AI machines can also determine whether specific 
performance should be granted in a property dispute. For specific 
performance to be granted instead of damages, it involves the 
weighing of several considerations like: whether specific performance 
might cause undue hardship to one party (High Court of Singapore, 
2010 p. [33]) or a third party  (High Court of Singapore, 2011 p. 
[114]), and whether damages might be an adequate remedy (High 
Court of Singapore, 2011 p. [111]).  
 
As Part III(1)(c) alluded, these factors can also be parsed as “factors” 
into the AI’s algorithm. Depending on the factual matrix, each of the 
“factors” is then assigned a unique weighted value (Grosan, et al., 2011 
p. 287). Collectively, these weighted values may lead the AI judge to 
grant either an order for specific performance or damages.  
 
Conclusion 
 
More than ever, AI technology should be embraced by the law and 
courts in light of its enumerated benefits. Such a process should be 
done in a gradual and experimental fashion, so as to ensure minimum 
disruption to the judiciary.  
 
As a start, AI can provide dedicated support to human judges by 
assisting in legal research, or even in crafting draft opinions. In the 
distant future, AI may play a more active role in the adjudication of 
disputes. However, due to the high severity of an erroneous judgment, 
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human judges should nonetheless be involved in an AI’s decision-
making loop as the last line of defence.  
On a final note, it is unclear whether AI can ever fully replicate a 
human judge’s ability to apply the law, develop the law or perform 
fact-finding. Despite this, AI still has a big role to play in spearheading 
the future trajectory of the courts. In light of this reality, it is high time 
for the legal fraternity to stop resisting change and start welcoming 
AI adoption with open arms. 
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Abstract. For more than two decades now terrorism has rampage the world, 
causing diverse damming consequences. These include kidnapping, torture, 
maiming and killing of innocent people globally by terrorist. The worst 
victims of terrorism are women and children as it is always the case in 
situation of unrest. Following the incessant terrorist acts which before now 
were concentrated mostly in the Middle-East, albeit, now affecting almost 
every corner of the world, the United Nations and law enforcement agencies 
of various countries declared that the best way to win the fight against 
terrorism is through the use of artificial intelligence. In this choice of the use 
of AI in the fight against terrorism the major concern remains the question of 
abuse of the use of AI. This concern is especially so considering the antecedent 
of the government and law enforcement in flagrant abuse of rights of the 
citizens. Given that security is a duty incumbent on the government- to secure 
it national borders and be free from threat(s) or actual attack(s) either from 
within or from without on the one hand, and the protection of the rights of 
individuals against unwarranted government incursion, this paper thus seeks 
a balance between these competing interests. It therefore espouses the concept 
of AI and its use in the in terrorism prevention, investigation and ultimate 
prosecution. While it observes the advantages of the use of AI in the fight 
against terrorism, this article also seeks to balance its use against the 
competing right of privacy of the individual. It begins by the discussion of 
general concept of AI. Secondly, it delves into the various uses of AI. The 
subsequent section discusses the challenges of the use of AI in terrorism 
detection and prevention. Lastly, it concludes with a proposal towards a 
balance use of AI and the protection of individual privacy right.    

3 
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Introduction  

As technology develops, governments, through its law enforcement 
agencies tend to take advantage of it in the fight against crime. The 
use of technology has aided in the past and present in the prevention, 
detection, investigation and prosecution of crimes. Ostensibly, the use 
of technology for investigation and prosecution of crimes cannot be 
overemphasized. However, what has always and remains the 
challenge, is the extent to which government may use technology in 
its criminal investigation and prosecution while performing its 
security duty and achieve peace within its borders without undue or 
unwarranted violation of the right of the individuals within its 
jurisdiction. 

The discussion on the issue of security and privacy rights is somewhat 
delicate in that, it lies in the labyrinth or intersection of two competing 
important interests. The first concern is the duty of government to 
protect itself from threat and attacks, on one hand; and the right of 
individual to be secured against unwarranted intrusion by the state 
(Slove, et al., 2021). Therefore, this article seeks to address the 
question of the use of artificial intelligence (AI) by government in the 
fight against terrorism. It further examines the extent of the use of AI 
in combating terrorism and the rights to privacy.  

As a matter of introduction, it is argued here that the overall objective 
of the state is the welfare of its people (Heyman p. 515). These include 
its entire population: citizens and non-citizens alike. Since one of the 
cardinal functions of the state is security, it means that the state must 
continue to deploy every reasonable means to ensure that this 
objective is achieved. In doing that, the state takes advantage of 
development in science and technology (Some, 2018). In the recent 
times, AI has taken a centre stage as an emerging technology that can 
be used for efficient policing and crime fighting within the society 
(Miracola p. 18). Since the use of AI has proven effective and 
relatively efficient in crime detection, prevention and investigation, it 
has been argued that law enforcement should utilize AI in the fight 
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against terrorism. As observed in the foregoing sentence, this article 
reiterates the argument that AI is necessary for the fight against 
global rise in terrorism if the state is to achieve its security objective. 

AI, like every technology or instrument of policing, has its 
shortcomings. For instance, in China, the extreme surveillance of the 
populace raises privacy concerns and the question of democracy in the 
whole system of AI controlled society, which has been described as 
heading to “dystopian” regime, “where every aspect of life is under 
constant scrutiny” (Champbell, 2019). Still, the benefits of the utility 
of AI are enormous for the overall interest of the state.  

These benefits as seen from countries which have adopted AI in the 
fight against terrorism stand out (Miracola). Thus, without 
undermining the inherent legal challenges in the use of AI, it is highly 
recommended here that AI should be adopted and deployed for 
effective terrorism detection and prevention. The Chinese government 
has taken the lead in the use of nearly all available means of AI, 
ranging from facial to voice recognition tracking; all encompassed in 
what has been termed the “surveillance capitalism” in China’s fight 
against terrorism today (Miracola). As a means of fighting terrorism, 
the Chinese government “created integrated Joint Operations 
Platform (IJO) that uses AI to monitor checkpoint in and around its 
cities” (Miracola). Through this AI riven technology, the “social 
profile and facial attributes” of persons are captured, thereby making 
it easier for data analytics and identification of potential terrorist 
gathering within the Republic of China.  

Apart from the Chinese government’s deployment of AI in crime 
detection, prevention and investigation, other countries, such as the 
UK and the US, also utilizes AI for predictive policing. The common 
use of AI programmed technology in UK and US, just like China, is 
the surveillance (Malik, 2018). The only difference is that, while the 
Chinese government is open about the ultimate use of AI; including 
facial recognition and behavioural surveillance of its citizens. The UK, 
US and most countries conduct surveillance majorly through data 
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gathering and analysis, which also involve facial and voice recognition. 
And more recently, it has been shown that UK’s deployment of AI has 
behavioural software aimed at “preventing crime before it occurs”. 
Irrespective of individual perception, the point being made is that, AI 
has been deployed by many countries globally for crime detection, 
prevention and investigation. Thus, this paper canvasses for the “right 
deployment” of AI for the national security. 

Artificial Intelligence: An Overview 

In order to have a full grasp of this segment, it is imperative to first 
understand the idea or concept of AI. As such, in this session, the 
meaning of AI will be espoused. While the meaning of AI is evolving 
and inconclusive, adoption of a close definition that is relevant to this 
paper will be the best approach in presenting a meaning of what 
constitute AI. In that sequence, this segment will again consider the 
use of AI in criminal investigation, specifically tailored towards 
terrorism prediction, prevention and prosecution. In considering the 
above issues, this session will again raise the question of the benefits 
of AI. And in contrast to the benefits, this paper will place the benefits 
side by side with the potential problems arising from the use of AI. In 
addition, it will examine how AI is used in targeting terrorism. Finally, 
it will consider whether the approach or method of the use of AI in 
counterterrorism is the best approach and at the same time consider 
ethical issues arising from the use of AI.  

What is artificial intelligence? 

Artificial intelligence is a broad concept that cannot be completely 
captured in a single definition. In other words, its definition continues 
to expand as the concept expands. At some point, AI was defined 
within the perimeter of “science and engineering” capable of producing 
“intelligent machines” (Rigano). Again, AI is described as the “ability 
of a machine to perceive and respond to its environment 
independently”, performing tasks natural to human without aid or 
support of human intelligence (Rigano). To Forester, AI consists of 
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the “embryonic method of programming”, which allows “software to 
mimic human thought” (Forester, 1985). While referencing the 
American Association for the Advancement of Artificial Intelligence, 
Dupont, quoting Robert Atkinson, describes AI “as the scientific 
understanding of the mechanisms underlying thought and intelligent 
behaviour and their embodiment in machines” (Dupont, 2019).  

Commenting on the definition, Dupont described it as “a very broad 
net” (Dupont, 2019). He noted further that the definition is broad 
because “it includes any intelligent seeming behaviour a machine can 
perform” (Dupont, 2019). In justifying his argument that the 
definition of AI offered by the American Association for the 
Advancement of Artificial Intelligence is broad, he did so using a 
programming chat interface which merely asks questions that allows 
yes or no to equally exhibits some degree of intelligence (Dupont, 
2019). The second illustration of Dupont showing the broad definition 
of AI, as noted above, is “electric drier that stops when it senses that 
cloths are dry”. These devices, argued Dupont, exhibit intelligence of 
some sort. Given that several machines exhibit certain level of 
intelligence by the engineering design, it is confusing to categorize 
such machines as possessing artificial intelligence within the context 
of “intelligence”. 

Having perhaps struggled with the comprehensive definition of AI, 
Dupont considered a rather descriptive approach to understanding the 
meaning of AI. In that light, he considered AI in categories and 
concludes that, “AI is generally split into two categories: General 
Artificial Intelligence and Narrow Artificial Intelligence”. To the 
general AI, which he considers to be stronger, he asserts that it is 
“thought to be a computer system exhibiting human or superior 
intelligence in all fields. It would be able to take knowledge from one 
field and transfer it to another” (Dupont, 2019). This type of AI, in 
his opinion, could have enormous impact on the human society and 
perhaps replace all human labour (Dupont, 2019). He however 
deferred the possibilities of having an AI with such capability to the 
future. 
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On the contrary, he views narrow AI as limited and concludes that “all 
human achievements” so far made in the field of AI falls within the 
“category of narrow AI” (Dupont, 2019). In further differentiating 
general AI from narrow AI, Dupont opined that narrow AI is 
concerned “with solving a predefined problem” such as board-game, 
image identification and car driving control (Dupont, 2019). 
Although Dupont recognized the significance of his narrow 
classification of AI, he however noted that “it is not concerned with a 
fully conscious, human-level intelligence” (Dupont, 2019). 

No definition of AI will suit the expanse of the whole concept, as the 
concept of AI is broad and supersede any solitary definition or 
explanation. Noting this conundrum, Allen observed that “AI is an 
extremely broad field, one that covers  not  only  the  breakthroughs  
of  the  past  few  years,  but  also  the achievements of the first 
electronic computers dating back to the 1940s” (Allen). The 
observation of Allen is not far from the reality surrounding AI. Beyond 
any definition, AI encompasses those actions which are ordinarily 
human oriented. These actions which before now could only be carried 
out with the use of human intelligence include language- 
understanding natural language, images- facial classification and 
sounds- speech recognition and motion detection. With the 
development of technology and machine learning programming, AI is 
now designed to “respond in useful ways to language, images, and 
sounds” (Boucher, 2020). The above summarises the broader 
capabilities of AI in crime detection and prevention in law 
enforcement. 

The uses and benefits of AI in detection and prevention of crime 

As noted above, law enforcement leverage on available technology in 
its fight against crime. As a technological instrument, law enforcement 
has in the past few years rely more on AI in detection, prevention and 
prosecution of crime. Bearing that in mind, this segment discusses the 
use of AI in crime detection, prevention and prosecution. In general, it 
accesses the capabilities of AI in relation to overall criminal justice. 
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The capabilities of AI are therefore classified into the following: object 
classification; object recognition; speech recognition; gunshot 
detection; DNA analysis and digital forensics. These AI use 
capabilities will be discussed in the details below. 
 
In this discussion, the first capability of AI in crime detection and 
prevention to be discussed here is the object classification. Using 
object classification AI group some elements found in images and 
video and go on to provide labelling for the elements. This AI does 
unilaterally and independently without human effort. Using this 
algorithmic software, AI is able to categorise elements of images and 
videos and make a decision based on the categorization. Therefore, 
applying the object classification of AI, access is gained into the image 
surrounding commission of crime (Dupont, 2019). Through the 
images or video, location is identified. This is most recently identified 
using the Google program which, as observed, relies “on conventional 
neutral networks for its geolocation” (Dupont, 2019). The use of 
object classification of AI is equally significant in that, it is deployed 
to “detect… possible existence of criminal activities depicted within an 
image” (Dupont, 2019). Since the aim of the algorithm is to identify, 
classify and select, it becomes a ready tool for detection of a classified 
image or video with possible or likely criminal activity. An illustrative 
example of how AI uses image or video classification in detection of 
crime is the PhotoDNA. Commenting further on the use of AI in DNA, 
the author observed that: 

[The tool] primarily aims to detect a child’s pornography  and  
works  by  a)  creating  a  digital  signature (known  as  a  ‘hash’)  
associated  with  the  image  to  prevent image alterations, and 
b) converts the image to black and white,  resizes  it,  breaks  
into  a  grid,  and  quantifies  its shading. It then compares an 
image’s hash against a database  of  images  that  have  been  
identified  as  illegal, and  matches  can  be  manually  reviewed  
by  humans. Other examples of technology that seek to detect 
the commission of a crime within imagery include the  
European  P-REACT  Project, the loss-prevention product  
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offered  by  the  US-based  company  StopLift, and  the  Chinese  
software  SenseTime (Dupont, 2019). 

 Lastly, Dupont noted that the object classification capability of AI 
using image and video identification is useful to law enforcement in 
corroborating “findings of criminal activity” (Dupont, 2019). Since 
the burden of establishing crime rest on the prosecution, the law 
requires credible evidence to be presented by the prosecution in proof 
of any alleged criminal offence. In deploying object classification 
mechanics of AI, it aid in corroborating existing findings of criminal 
activities by law enforcement. The AI does the extraction of images 
and videos for recognition, which eventually is utilized by the law 
enforcement in corroborating any criminal activity.  
 
The second use of AI in crime detection and prevention is object 
recognition. At the centre of object recognition use of AI is face 
recognition. Facial recognition has generated heated debate amongst 
scholars, writers, policy makers and opinion holders from several 
quarters, including the European Union Parliament. However, 
discussion on the argument surrounding facial recognition will be 
deferred to the discussion on the challenges of the use of AI. Here, 
attempt will only be made as to how law enforcement uses AI object 
(face) recognition in detection and prevention of crimes. By object 
recognition, it connotes the ability of AI enabled machine to recognise 
certain categories of specific targeted subjects with the aid of 
algorithmic programming (Deepomatic). The underpinning aim of 
object recognition capability of AI is the ability to understand images 
and videos for purpose of classifying targeted subjects. It is the abilities 
of machines powered by AI programming “to recognize… things and 
entities”. Through this algorithmic pattern, AI is engineered to locate 
objects in images and videos with a considerable degree of certainty. 
As noted earlier, this aspect of AI use is surrounded by heated 
controversy, which revolves around its intrusive nature to the privacy 
of the individual. Still, governments around the world have already 
deployed this AI machine in their security architecture. As mentioned 
at the beginning, while more nations are adopting the use of facial 
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recognition in their fight against crime in general and terrorism in 
particular, China remains a classic example of this trend (Miracola).  
 
According to The U.S. National Security Commission on Artificial 
Intelligence report, the Chinese government has developed AI 
oriented machine, which “allows machines to exhibit characteristics 
associated with human” which are “applied to areas of facial and speech 
recognition, natural language processing and automated reasoning” 
(Hsu, 2021). Also, while it is not clear whether the Russian 
government would make use of facial recognition in the same manner 
as China, the Russian government has set up plan on expanding the 
application of AI in all facets of life in Russia (The Future of Life 
Institute, 2018). The main aim of the Russian government program 
of action on AI “include improving the availability and quality of data, 
increasing the availability of hardware and creating appropriate 
standards and a regulatory system that guarantees public safety and 
development of AI technologies” (The Future of Life Institute, 
2018). Another classic example of countries with the use of facial 
recognition is South and North Korea. According to the new project 
launched by the government of South Korean, the AI facial recognition 
developed by it would be used to track and “monitor the activities and 
movements of some 800,000 citizens” (Pesek, 2019). Like the South, 
North Korea also has its system of AI facial recognition machine 
which, supposedly is to be deployed in monitoring the activities of its 
citizens in “its home market” (The Biometric Update, 2021). 
Commenting on the privacy implication in the application of this 
pattern of security check, it is observed that the use of AI facial 
recognition is akin to the totalitarian regime painted and warned by 
George Orwell (Pesek, 2019). 

On its part, the European Union adopted a regulated system for the 
application of AI within its union. By the tenor of the EU regulatory 
instrument (General Data Protection Regulation (GDPR), AI in 
general and facial recognition technology (FRT) will only be allowed 
within the borders of its member states where such technology 
provider exhibits proof of a system built “tailored approach to risk 
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management and quality processes” (Louradour, 2021). Since the EU 
considers the use of AI as “high-level risk system”, it limited the use of 
AI or “real-time remote biometric identification systems in publicly 
accessible spaces for the purpose of law enforcement” to only 
“exceptions related to public safety such as the targeted search of 
missing persons or the prevention of imminent terrorist threats”. The 
EU regulation also provides for the modus of granting authorization 
for the use of AI facial recognition technology upon ‘evaluation’ “to 
law enforcement agencies” (Louradour, 2021). Authorization is to be 
granted on individual basis “by a judicial authority or by an 
independent administrative authority of Member States, unless it is 
operated in duly justified situation of urgency” (Louradour, 2021). 

Indeed, the adopted regulation of the EU is a better approach to the 
use of AI. It balances the use of AI and the protection of right to a 
greater degree possible. While still prioritizing the nation’s security, 
the EU regulations ensure respect for the dignity of the human person 
by not arbitrarily eroding into private affairs of the citizens. In fact, 
when in the extreme circumstance such as, searching for a missing 
person or imminent occasion of terrorist attack for the application of 
AI, it still maintains standard procedure to ensure that the civil rights, 
especially, the privacy right is guaranteed and protected. One of the 
shortcomings to the EU regulation is that it fails to indicate what 
constitute expediency for the grant of authorization by the judicial or 
administrative body. In other words, it fails to specify in clear terms 
situation of urgency that application of authorization would be 
required.  

In undergoing object recognition task, AI undertakes four categories 
of tasks, which are: “classification, tagging, detection, and 
segmentation” (Deepomatic). Through these means, specific targeted 
subjects within images and videos are classified, identified and 
segmented for decision making (Lisowski, 2021). An example of use 
of image recognition is the identification of vehicle numbers. By 
applying image recognition, AI launches series of activities which 
include data gathering- that is, the classification of the image, data 
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tagging and ultimately, data segmentation. Through these levels of 
activities, AI achieves a reliable and dependable chat of object 
recognition for decision making. This method of AI use is readily 
deployed by the law enforcement in identification of targeted objects 
like handwriting, vehicle plate numbers, fingerprints, and human face 
in detection, prevention and eventual prosecution of crime.  

In addition to the above, AI also has the ability to recognise speech. 
This is called the recognition component of AI. But then, what is 
speech recognition? Like the other components, there is no adequate 
definition of speech recognition. Instead, it has been defined or 
described according to the background of the definer. Thus, speech 
recognition has been described as the process initiated with the 
computer system with the ability to recognise speech and repeating 
the same thing in real time. It is further described as a process that 
“functions as a pipeline that converts Pulse Code Modulation (PCM), 
digital audio from a second card into recognized speech”. From 
another point of view, speech recognition is taken to mean a self-
coordinated “transcription of spoken language into a readable text” 
(Rayan). Speech recognition is also described as the ability of 
“technology to identify speech patterns” with the overall goal of 
identifying the speaker (Dupont, 2019).   
 
Notwithstanding the manner of description of speech recognition, the 
underpinning point is the ability of AI enabled machine using sound 
waves and frequency pattern of the spoken word to recognize the 
identity of the speaker. Beyond identifying the speaker, the algorithm 
by its process also function to classify sound to determine the exact 
spoken word (Dupont, 2019). The voice recognition today is a viable 
tool of operation in the hands of the law enforcement in the detection 
and prevention of crime. According to a review of Interpol Project on 
the use of speech or voice recognition, “the combination of speaker 
identification with other biometric technologies such as fingerprints 
and facial recognition…enhance investigative capabilities”. Thus, law 
enforcement agencies use speech recognition for improved policing. 
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Speech recognition, like other AI capabilities, aids law enforcement in 
conducting efficient and effective policing (Tombul, et al., 2021).  
 
Indeed, the use and benefits of AI in crime detection and prevention 
is enormous. Various machines with AI programming have been 
deployed by the law enforcement to carter for the security need of the 
society. Examples of such AI enable machines or technology used for 
the above discussed capabilities of AI for detection and prevention of 
crimes include close circuit television (CCTV), gunshot detection 
software, DNA analysis machines, and digital forensics software. 

Targeting terrorism through the use of AI 

This segment discusses the role of AI in targeting terrorism and how 
AI has been used to combat terrorism. But first, an understanding of 
terrorism is significant for proper review of how AI is used to combat 
it. In a bid to define terrorism, some authors as categorized terrorism 
“based on victim, the method and the purpose. Activity of violence 
targeting a group on a large scale” (Muntha, et al., 2020). The 
authors went on to observe that “the world has been victim of such 
unlawful activity since a long time” and “for steady growth of the 
world and civilization, it is very important to fight back with all we 
got and try to extinct such unlawful activities” (Muntha, et al., 2020).  

Since the 9/11 terrorist attack on the US, terrorist activities have 
continued to gain global prominence. Several organized terrorists 
have continued to emerge over the years. Terrorist groups are getting 
bigger and more powerful following the merger of smaller terrorist 
groups to form larger terrorist and crime syndicates. Terrorist groups 
performs other form of organized crimes such as: internet fraud, 
money laundering, kidnapping, oil bunkering, piracy, drug peddling, 
human trafficking, etc. as a means of financing the advancement of 
terrorism. 

The global upsurge in terrorism has equally been matched with global 
legislative action. This has taken the form of international counter-
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terrorism legislations at the global, regional and bilateral level. At the 
global level, apart from the several declarations made by the United 
Nations General Assembly, there are over ten United Nations 
counter-terrorism Conventions, amongst which are: International 
Convention for the Suppression of Terrorist Bombings 1997; 
Convention for the Suppression of Terrorist Financing 1999; 
International Convention for the Suppression of Acts of Nuclear 
Terrorism 2005 etc.  

At the regional level, the African Union have established the Algiers 
Convention on the Prevention and Combating of Terrorism 1999. 
European response to terrorism is marked by the European 
Convention on the Suppression of Terrorism 1977. In 1998, the 
League of Arab States created the Convention for the Suppression of 
Terrorism. The counter terrorism instrument of the Organization of 
American States, the Inter-American Convention against Terrorism 
2002 also stands out among the regional instruments for suppression 
of terrorism. An instance of bilateral counter-terrorist treaty is the 
Agreement between the United States and Cuba on the Suppression of 
Certain Terrorist Acts 1973. Several states have also signed 
extradition, information sharing, technical assistance, etc. counter-
terrorism treaties amongst themselves.  

The objective of most of these conventions is to facilitate the 
cooperation of State Parties into adopting relevant measures that 
would ensure the prevention, punishment and elimination of various 
expression of terrorism as per Article 1 of the Inter-American 
Convention against Terrorism, 2002. A common denominator 
amongst the international counter-terrorism instruments is that 
they all urge state parties to those various conventions to adopt 
measures towards dealing with terrorism threat. It is pursuant to this 
provision that countries like US and Nigeria created the PATRIOT 
Act and Terrorism (Prevention) Act 2011, respectively. Part of the 
measures which states can adopt to this effect would be to leverage on 
technology, particularly AI, to match the advancing sophistication of 
terrorist activities.   
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Terrorist groups have leveraged on the use of internet for the purpose 
of quick dissemination of toxic messages, fund raising, communicating 
with syndicate groups, purchase of weapons, recruitment and 
indoctrination of members and obtain other forms of support. 
Although most of their communications are cryptic, they are usually 
in open sources, mostly social media (Voyager Labs, 2021). This puts 
these terrorist groups in a vulnerable position, as there are chances of 
their communications being detected and decoded by proactive 
investigation. This is where AI can be leveraged upon. AI, can, in quick 
succession, decode and analyse loads of database that would take 
experts several days to decode. AI can be used to capture the “content 
of terrorists at a faster speed, within some minutes from social media” 
(Voyager Labs, 2021). It can easily identify terrorist associated 
patterns and parameters and create early warning signs that criminal 
investigators can quickly act upon to foil potential terrorist threat and 
attacks before they materialize. The following section shall consider 
the various format or expression of AI in combating terrorism. 

2.1.1 Image or identification/face recognition 
  
One of the most potent uses of AI today is image identification/facial 
recognition. While image identification is slightly differently different 
from facial recognition, they relatively perform similar functions. 
Facial recognition as “AI-powered object recognition” is a technology 
which enables the analysis of video footage to identify targets 
(UNICRI, 2021). As an increasing technology, facial recognition has 
been adopted for use by law enforcement across the globe (UNICRI, 
2021). For instance, the German authority “in 2017 and 2018 piloted” 
the use of “facial recognition-enabled CCTV” within its city for the 
sole aim of identifying terrorist and offenders in public places 
(UNICRI, 2021).  
 
Nigeria offers another example where AI facial recognition is 
employed for counter terrorism. Faced with years of terrorist attacks, 
Nigeria declared the adoption of AI-object and facial recognition in its 
fight against the Boko Haram and other terrorist attack in the country 
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(News Agency of Nigeria, 2019). “INTERPOL also operates a facial 
recognition system”, which has in store facial images received from 
countries” around the world (UNICRI, 2021). The AI powered 
algorithm is also used “for forensic investigation” through analysing 
of video evidence collected online to determine perpetrators of crime 
(UNICRI, 2021).  
 

2.1.2 Speech recognition 
 

As crime, especially terrorism becomes the major concern of the world, 
government and law enforcement, as observed; continue to use every 
available technology to ensure the security of lives and properties 
within its territory. The contemporary fight against crime-terrorism, 
being such that is driven using AI, speech recognition by AI-powered 
technology, is deployed by law enforcement target terrorist. With AI, 
“speech and gesture as natural means of communication by humans” is 
being carried out by machine to select and interpret human speech. 
 
As noted earlier, speech recognition as a component of AI “seeks to 
identify elements of speech patterns” with the goal of identifying the 
maker and the words spoken (Dupont, 2019). Through speech 
recognition, law enforcement targets terrorists to detect and prevent 
terrorist attacks. Through speech recognition, the sound is measured, 
wave and frequency patterns of speech signal are detected (Dupont, 
2019). Upon recognition of the targeted speech, the AI-powered 
software classifies data collected, segment and identify what was or is 
being said from the speech extracted. 
 

2.1.3  Tracking 
  
Tracking is an AI enabled device used in monitoring and tracing 
object. It entails “estimating the state of the target object present in 
the” scene from prior given information (Shah, 2020). This AI system 
is deployed by law enforcement agencies in tracking particular objects, 
by analysing “videos to identify the object belonging to” particular 
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“categories, such as pedestrians, cars, animals and inanimate objects, 
without any prior knowledge about the appearance and the number of 
targets” (Shah, 2020). 
 
Through this AI device, the law enforcement tracks objects used by 
terrorist, either before or after a commission of terrorist act. Using 
this tool, objects such as vehicle plate number is tracked by the law 
enforcement agency, as it is able to “access precise, accurate, and timely 
information… essential, especially in dealing with crimes” (Mubarak, 
A. U. et al.;, 2021). While tracking device in targeting terrorism is 
useful, however, it is laden with certain setback which can call to 
question its accuracy. Some of the factors which may affect an AI-
powered device have been identified to be in “uncontrolled 
environment, weather or un-tactical positioning of cameras” 
(Mubarak, A. U. et al.;, 2021). 
 

2.1.4 Data analysis 
  
Data collection is one of the ways AI is used in the fight against 
terrorism. “This task is done by trawling the Internet, Deepweb and 
Darknet for specific information about terrorism chats, webs and 
forums where information for activities can be found, as well as open 
data sources that could be linked to the case.” (Vallis-Prieto) Since 
contemporary society depends on the use of internet in virtually every 
sphere of endeavour, it becomes expedient to acquire data “necessary 
to process natural language in order to extract information that can 
be processed by a machine” for detection and prevention of terrorism.  
 
Through data collection and analysis terrorist activities is monitored 
(Muntha, et al., 2020). As one of the ways of combating terrorism, 
data is largely collected and narrowed to a particular target. The 
essence of this operation is to use AI in analysing communication and 
finances used in terrorism. By this method of AI, large data is collected, 
sorted, and analysed for prediction and prevention before the eventual 
occurrence of a particular terrorist activity. As observed somewhere, 
data gathering or collection “focuses not on crime, but on the 
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possibility that a crime might be committed at some future date” 
(Bjelopera, 2014). The foregoing demonstrates how AI can be put to 
effective use in the fight against crime in general and terrorism in 
particular. 
 

Potential legal problems and ethical issues arising from the 
use of AI 

Despite the promises AI holds in the fight against crime and terrorism, 
several concerns or challenges have arisen from its deployment. This 
segment of this paper will concentrate on these concerns or challenges 
with a view of balancing them, while still maintaining the use of AI in 
the fight against terrorism. The problems arising from the use of AI 
will be discussed below under two broad heading of ethics of AI and 
the privacy right issues arising from the use of AI. At the end of this 
discussion, an alternative argument will be suggested for the use of AI, 
with a view of avoiding the ethical and legal issues. 

Ethical issues 

Ethics is one of the major concerns of the use of AI. With AI in the 
hands of users or operators comes great opportunity or power which, 
if left unchecked, may result and will continue to result in misuse and 
abuses. AI no doubt, without proper guidelines for its use “offers those 
in its possession” with great abilities which may not only be used for 
good cause but an instrument of oppression or unlawful actions in the 
hands of its operators (Olech, et al., 2021). Without guiding code AI 
can be used in many ways to hurt innocent citizens. For instance, 
China has for many years implemented surveillance of its citizens 
(Das, 2020). Apart from government surveillance of the people 
without their consent, other ethical issues exist in the areas of 
DeepFakes. DeepFakes as an AI wired programming system allows 
for creation of speech and actions for an individual who neither said 
the words nor performs the actions (Das, 2020). This aspect of AI 
poses a grave danger in that, without laid down principles to guide the 
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operation of AI it may lead to wrongful indictment of innocent 
persons.   
 
Since AI is a machine induced concept, another ethical question 
becomes the question of accountability (Olech, et al., 2021). How 
accountable are the operators of AI? This concern remains central to 
the debate over the use of AI which has driven some nations, especially, 
the European nations into adopting policies aimed at ensuring ethical 
use of AI. In addition, the use of AI raises the concern of accuracy. 
Since AI is engineered with the aid of machine, the question of 
accuracy becomes a challenging factor. The argument here is simple. 
Since AI is programmed to operate in a certain way, it is bound to 
misrepresent facts. It therefore means that accuracy and accountability 
will be almost difficult to charge as judgment made by AI cannot 
exactly be accurate. AI, not operating with the being human brain is 
certain to lag in accountability and accuracy identify images and 
objects with exactitude.  Take for instance, in the case of voice, where 
speech identification is the aim, object identification, where object is in 
issue, and image, where the contention is facial recognition. In all of 
these instances, it is doubtful for AI to make accurate and highly 
dependable judgment. This certainly, poses a limitation to use of AI in 
combating terrorism, especially with the use of DeepFakes where 
speech and actions can be generated independent of the individual 
believed to have made them.  
 
Further to the above, the need for ethical AI is driven by the 
consciousness that without guiding principles, individuals will be 
subject of bias and discrimination. The justification for this is that, 
since the operators of AI “gain insights from the existing structures 
and dynamics of the societies they analyse, data-driven technologies 
can be reproduced, reinforced and amplify the patterns of 
marginalisation, inequality, and discrimination” already in existence in 
the society (Leslie, 2019). Again, the issues of “unreliable, unsafe, or 
poor-quality outcomes” raise concern in the use of AI (Leslie, 2019). 
Without reasonable implementation of a system where stakeholders in 
the field of AI, can be responsible in the system they create, there is 
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every possibility for “irresponsible data management, negligent design 
and production processes, and questionable deployment practices”, 
which may result in “implementation of AI systems that produces 
unreliable, unsafe, or poor-quality outcomes”. These outcomes, as 
noted in the instance of DeepFakes can do great harm to the individual 
in particular and the society in general (Leslie, 2019). 

Legal issues  

Another problem in the use of AI is its inherent legal issues. Since AI 
functions with machine, several legal issues arise. The system of AI 
functions in such random mechanics, whether in image and facial 
recognition or object tracking, data is randomly extracted from 
individuals mostly without knowledge or consent. This situation 
therefore present questions as to what degree is privacy right 
protected. Since the individuals are either tracked or placed on 
surveillance without notice, the individual’s right under the 4th 
Amendment and 14th Amendment (under the US Constitution) are 
usually implicated. Further, the issue of establishing intent in crime is 
implicated here, since AI feeds on data for criminal prediction, 
investigation and prosecution. This segment will consider these issues 
and offer an alternative argument as to the use of AI without violation 
of the privacy right protected under the 4th Amendment. One the cases 
in which the court would have to decide whether the 4th Amendments 
limits the use of AI by the law enforcement is the case of Carpenter v. 
United States (Supreme Court of the US, 2018). 
  
In Carpenter, the Supreme Court came to the conclusion that the law 
enforcement cannot search or access the content of citizens’ cellphone 
without obtaining a search warrant. While the gamut of the case 
revolves around the question of whether information held by a third 
party was subject to privacy right provision of the 4th Amendment, it 
clearly and intrinsically affects modern policing with the use of 
modern AI powered technology. The judgment of the court was from 
the overall issue presented to the court, which is: whether the agent of 
the Federal Bureau of Investigation (FBI) acted within the confines of 
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the constitution in its bid to retrieve data of a suspected serial robber’s 
cellphone to establish in evidence that he was near the scene of crime 
where a theft incident had occurred. The court noted that, although 
technology is useful for policing in the hand of the law enforcement, it 
pointed that “its use raises the risk of the kind of government 
‘encroachment’ on personal liberty that the framers of the Constitution 
sought to prevent” (Ware, 2018). This decision like others poses 
great challenge to the use of AI by law enforcement in crime prediction 
and prevention. As observed by the dissenting opinion of Justice 
Anthony Kennedy, the court’s decision has the tendency to “unduly 
interfere with law enforcement’s legitimate efforts to investigate and 
counter serious crimes” (Ware, 2018).  
  
From the court’s vantage in Carpenter, deference was to be given to 
human policing which requires almost strict compliance with the 
warrant condition for any search to be conducted on any citizen in 
accordance with the provision of the 4th Amendment to the US 
Constitution. While rights of the citizens is sacrosanct, especially the 
private right of the citizens, the whole right would be meaningless if 
government fail in its duty to protect the lives and property of the 
citizens resulting from bottleneck interpretation of the 4th Amendment 
provision relating to search and seizure. It then means that for any 
meaning to be given to the lives of the citizens, while taking every 
reasonable precaution, a liberal interpretation must be given in order 
to allow for the application of AI in modern policing with modern 
means of crime commission. 
  
Another example is the case of In re Ashley Madison Customer Data Sec. 
Breach Litigation (United States District Court Eastern District of 
Missouri , 2016). The claims were “data breach which resulted in 
mass dissemination of user information and allegations that the 
defendants were engaging in deceptive and fraudulent conduct by 
creating fake ‘host’ or ‘bots’, which were programmed to generate and 
send messages to male members under the guise that they were real 
women, and inducing users to make purchases on the website”. In 
determining the liability of the defendants, the court held “that the use 
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of a computer program to simulate human interaction could give rise 
to liability for fraud” (United States District Court Eastern 
District of Missouri , 2016).  

 
The challenges of application of AI available literature continue to 
broaden several factors inhibiting the use of AI. The decision of the 
court in United States v. Athlone Industries Inc., (United States Court 
of Appeals, Third Circuit, 1984) is rather instructive on this point 
(United States Court of Appeals, Third Circuit, 1984). In this case, 
the court concluded “that “robots cannot be sued” and discussed 
instead how the manufacturer of a defective robotic pitching machine 
is liable for civil penalties for the machine’s defects”. This classically 
shows the attitude of the court in acceptance of AI as an integral part 
of today’s society. 

Evidentiary issue - establishing intent from data 

In this discussion, the first identified issue is the evidentiary question 
of establishing intent from data collected with the aid of AI for the 
fight against terrorism. As a general rule, in criminal law, crime is 
established where the two elements of intent and physical action are 
present (in exception of strict liability offences where the mere 
establishment of the physical element is sufficient to ground 
conviction). This elements must co-exist and not one without the 
other. Unlike other means of crime investigation, AI uses data which 
is incapable of establishing criminal intent standing alone. Data alone 
cannot establish crime without proving the intent of a crime suspect 
with exactitude. By using AI in determining criminal action, the 
shortcoming arises in the conclusion of the intent of a suspect before 
it is proved. 

Privacy right issue 

Commenting on the importance of privacy, an author observed that 
“Privacy is a fundamental human right, enshrined in numerous 
international human rights instruments”. It is described as “central to 
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the protection of human dignity and forms the basis of any democratic 
society”. Presupposing that individual be free from unwarranted or 
unnecessary government intrusion in his private space, it has an 
impact on other protected rights, such as right to free speech, 
information and association. Since privacy denotes autonomy of an 
individual in matters which are entirely private to the individual, 
without interference by the government or other third party, this then, 
becomes an issue with the use of AI, especially in surveillance of 
individuals. Accordingly, AI initiated activities such as surveillance 
through facial recognition, tracking and use of object recognitions are 
all argued to interfere with reasonable expectation of privacy of the 
individuals, thereby implicating the provisions of the 4th, 5th and 14th 
Amendment primarily. This, therefore, presents privacy violation as a 
major setback in the use of AI in criminal investigation, especially with 
the fight against terrorism. 

Of all the setbacks to the use of AI in criminal investigation, violation 
of privacy right is the major concern commentators have spotted out. 
This is basically because of the threat AI poses on privacy of individual. 
Since AI evolves within the circle of data configuration and processing, 
it implicates the usage of personal data. As herein noted earlier, the 
data are mostly obtained without prior knowledge or consent of 
persons concerned. 

In United States v. United States District Court (The Keith Case), the court 
considered the question of national security in relation to the 
surveillance of a citizen of America, on the one hand, and the question 
of privacy of the individual, on the other hand. In determining whether 
the 4th Amendment is implicated, where the agency sought 
surveillance without the procedure of obtaining warrant. The court 
noted that:  

As the Fourth Amendment is not absolute in its terms, 
our task is to examine and balance the basic values at 
stake in this case: the duty of Government to protect the 
domestic security, and the potential danger posed by 
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unreasonable surveillance to individual privacy and 
expression. If the legitimate need of Government to 
safeguard domestic security requires the use of electronic 
surveillance, the question is whether the needs of citizens 
for privacy and free expression may not be better 
protected by requiring a warrant before such surveillance 
is undertaken. We must also ask whether a warrant 
requirement would unduly frustrate the efforts of 
Government to protect itself from acts of subversion and 
directed against it. 

The court did not stop there. It went on to declare that:  

[C]ontention in behalf of a complete exemption from the 
warrant requirement, when urged on behalf of the 
President and the national security in its domestic 
implications, merit the most careful consideration. We 
certainly do not reject them lightly, especially at a time of 
worldwide ferment and when civil disorders in this 
country are more prevalent than in the less turbulent 
periods of our history. [W]e do not think a case has been 
made for the requested departure from Fourth 
Amendment standards.  

In summary, the court concluded that the surveillance of citizens 
without following the warrant requirement does not offend the 4th 
Amendment provision on reasonable expectation of privacy of the 
individual. This is just one of the instances where the law enforcement 
deploy AI aided machine with aim of combating terrorism which raises 
the question of interference with the privacy right of citizens.  

Conclusion 

In reviewing the use of artificial intelligence by the law enforcement 
agencies of the government for the fight against terrorism on the one 
hand and the protection of individual right to privacy on the other 
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hand, it is important to note that the point of convergence still remains 
difficult in reconciling the competing interests. As observed at the 
beginning of this paper, the government reserves the duty to protect 
its territory from attack of any kind. At the wake of this duty is the 
constitutional right of the individual which is guaranteed by the 
provision of the constitution through various provisions, especially the 
4th, 5th and 14th Amendment. The use of AI, apart from the due process 
right of the above referenced provision of the constitution also 
implicates the provision of the 4th Amendment, dealing with 
reasonable searches and seizure. More so, the 1st Amendment is also 
mostly implicated where AI is used indiscriminately in the fight 
against terrorism by the law enforcement agencies.  

Admittedly, the private right of the individual may be implicated under 
the foregoing referenced provisions of the constitution. However, 
there exists the moral debate over the time allowed- especially 
regarding the obtaining of warrant for conducting of searches and 
seizure of individual properties. The unanswered question remains 
whether the government should be able to use artificial intelligence in 
conducting searches of individual which bypasses the warrant 
requirement of the constitution. On the other hand, if strict adherence 
is advocated on the use of warrant, would that not with all its 
consequences jeopardizes the security architecture of the country. 
Having these competing interests in mind, the conclusion here 
remains a reasonable application of the use of AI for counter-terrorism 
measures. In other words, while artificial intelligence should be 
encouraged by the state for prediction, detection and investigation of 
terrorism, reasonable legal and ethical guidance should be employed 
to avoid overt intrusion or undue disturbances of individual right to 
privacy. Put differently, as much as the circumstances permit, artificial 
intelligence should be employed in a way that will not arbitrarily 
violate individual privacy protected by extant provisions of the 
constitution. 
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On AI and Web3, featuring an 
Intellectual Property Angle with 
Ankit Sahni, IP Law Practitioner 
 
 
 

Aditi Sharma 

Chief Managing Editor 
 

Abstract. This is an interview conducted by Abhivardhan, the Editor-in-
Chief, which has been transcribed and paraphrased. He interviews Ankit Sahni, 
an IP Law Expert. 

 
How should we relate with AI vis-à-vis world of IP Laws 
simply?  
  
 The reason why the question of AI has become relevant in today’s 
world when we talk about Intellectual Property Rights is because – 
IPRs being generated by Artificial Intelligence is reality & no more 
stuff of literature or art that we have seen or read, maybe 20 years 
or 50 years ago. Not from yesterday, but for quite a few years this 
has been a reality, we have seen programmes generating or 
completing in their own expression – an idea that was brought into 
existence by renowned musicians such as Mozart who were not 
actually able to complete their work for unfortunate reasons by 
learning from the existing datasets comprising his other works or 
several other Western Classical Musicians & their datasets – 
essentially reimaging how Mozart would have finished a particular 
work or if a painter or a particular artist was alive, reimagining how 

4 
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he or she would have completed their work.  The question of giving 
protection to IP that gets generated by AI has become more relevant 
than ever before, while on the other hand, several jurisdictions have 
legislations with regards to IP which date back to 90s or in India’s 
case that dates back to the 50s – 60s which are somewhat lagging 
behind in terms of the innovations at the forefront today. So, the 
policy makers & leaders everywhere need to realize the significance 
of AI platforms & programmes taking the centre stage in creation 
& generation of new material.  
 
As the 2000s have passed & the Euro-Crisis has gone, how do 
you see the role of AI globally in terms of IPR especially & 
how can India learn from the already existing issues?  
  
 Nobody realized but it was almost time for somebody to come 
forward & bring up this issue, & of course in this case, the credit 
goes to the project team – the Artificial Inventor project comprising 
of many imminent personalities.  
How the pandemic has played a role cannot be said for certain, but 
the understanding of the past few months – things have become 
increasingly digital, perhaps if this pandemic was not to come our 
way, the scale & pace of us going digital would have ended up being 
much slower than what it is today, so, in many ways, the Pandemic 
has acted as an accelerator to the digital journey & has brought a lot 
of things on to the digital platform cross industries, & has 
influenced growth everywhere. All kinds of technologies, not just 
AI but all tech. fields that have improved rapidly so that 
everchanging or suddenly changed needs of the people around the 
world would be catered to. Question arises as to whether, if one 
person – the inventor or developer of an AI programme with talents 
not up to the mark as a painter or an innovator has his programme 
develop something, then should that person be awarded with the 
Intellectual Property Rights relevant to the innovation or invention 
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at all? & Whether, the creation of one person who is better capable 
talent wise of generating a creation, is entitled to the same IPRs as a 
person who relied solely on his creation – the AI/ML Programme 
to generate a work of art or literature or not?  
 
As far as digital content is concerned vis-à-vis creativity, 
people usually have issues of two kinds – economics & who to 
sue. Since the Indo-Pacific is a significant emerging region, 
how should the approach towards IPRs be framed in the 
region?    
 

All of it has to deal at a granular level with the perception of 
others’ rights & that of our rights. We are at a juncture where we are 
talking of the metaverse as being the future, in some time we might 
be sitting across the world & not just in a 2-dimensional manner. 
This obviously, complicates issues to a very large extent, because 
once w3e get out of the conventionalities, everywhere there’s 
something of interest & of significant & every action would have a 
consequent action & reaction on someone else. The underlining 
flavour of the era of the setting up of international organizations 
was exploitation of human rights, in our age & going forward the 
underlying issues will be privacy, data protection, integrity, IP 
protection & enforcement, disparagement & reformation, etc in the 
digital world. A parallel body or a parallel world would need to be 
set up, as we did when the aim was to have an international body 
for countries to be able to get together on an international platform.   
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 On the Council of Europe’s 
approach to AI Ethics with 
Gregor Strojin, President, 

CAHAI 
 
 

Akash Manwani 

Special Associate Editor 
 

Abstract. This is an interview conducted by Abhivardhan, the Editor-in-
Chief, which has been transcribed and paraphrased. He interviews Gregor 
Strojin, the former Chair of CAHAI, Council of Europe. 

 
What does the Committee do, what were the opinions of the 
stakeholders & how satisfied was everyone with the output?  
 
 The CAHAI has managed to fulfil the tasks assigned to the 
CAHAI (Ad Hoc Committee on Artificial Intelligence). A two year 
mandate was existent wherein a study of design, investment & ap-
plication of AI according to the standards of the Council of Europe, 
human rights, democracy & the Rule of Law was required to be 
done – where also important was an elaboration & preparation of a 
compilation of potential elements for future legal frameworks(s) 
that would address the issues, despite of the challenging circum-
stances, such as the Covid situation which prevented physical inter-
action but at the same time allowed technological interaction, a road 
map was made for the project work - & for many of the members 
it was the only roadmap that they had had a chance to look at for 
the past 2 years. The roadmap had 5 plenary meetings scheduled 
while, in the end 6 were held. A document of recommendations was 
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added to feed into the future work of the Council of Europe – while 
negotiations are to start by May this year. The document is still re-
stricted & subjected to vetting by the main policy body of the Coun-
cil of Europe, the Council of Ministers. If they adopt it or take note 
of it, the document would be released to the general population. 
However, it is a relatively short document with 464 paras while each 
para is an elaboration of what kind of content should be included in 
a future legal document. So, it gives a certain recipe as to how to 
prepare a Treaty dealing with AI application, design, development 
in a way preventing negative impacts that might befall the Rule of 
Law, Democracy & Human Rights.  
The ecosystem in which the work developed – is that the Council 
of Europe is the oldest & largest human rights oriented intergov-
ernmental organization of Europe, consisting of 47 member states 
which is all of the countries in Europe except for Belarus & most of 
the countries from the former USSR including Russia, Azerbeijan, 
etc. Overall, the organization represents over 830 million people, 
along with European Union having 27 member States all of whom 
are a part of the Council of Europe. The instruments being prepared 
by the EU & the Council will hopefully become complementary, as 
has been seen with regards to various past documents as well, e.g. 
convention 108 on automated data processing (1980). It is precisely 
because of the combination of the instruments promulgated by the 
organizations which can potentially serve as global standards. Be-
cause the treaties adopted by the Council can be acceded to by Non-
Member States, but Non-Member States cannot accede to the In-
struments prepared by the EU. So, there’s a combination that ne-
cessitates the production of complementary instruments.  
The task of the team was fulfilled, ambitions of different stakehold-
ers differ. There have been a lot of preservations on the side of the 
business community for example, a lot of ambition on the side of 
the civil society, a lot of often conflicting positions from member 
states, because different ministries & different members might have 
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different ambitions. A wide representation was a very fortunate fac-
tor aiding in coming up with solutions which are based on consen-
sus & compromises allowing for further work addressing all the 
concerns.  
 
How much similarity & commonality do you think exists 
amidst the recommendation by the UNESCO & the draft 
made by the CAHAI?  
 
 It is a very wide & complex subject which can reflect throughout 
the length of the process & it can reflect the difficulties in getting 
an effective instrument in the long run. Small & Medium sized busi-
nesses welcome regulations while the BigTech is waiting for the mo-
ment when to engage & it is a matter of incentives – who has a 
stronger position now. One of the risks that need to be taken into 
consideration while preparing such instruments is to prevent incum-
bent infringement & there is real danger that various lobbying at-
tempts will be towards that direction, & there are concerns that the 
proposal by the European Commission which is a bit more concrete 
than what was prepared by the Council of Europe is already elabo-
rating the obligations of AI users or developers, while putting  some 
compliance burdens on developers which might be easier to achieve 
if you are a big player. But, to go back a bit, there were conventions 
or treaties adopted in a matter of months in the Council, especially 
when they related to cooperation in the need to combat terrorism. 
It all depends on will & complexity of the subject. When it comes 
to the Council, the main task is to frame the abilities, necessities & 
priorities appropriately, so that we do not go too far or too wide. It 
is up to the member states to dictate the mandates of the organiza-
tions & the instruments. The biggest task now will be to elaborate 
by the convention(s) what are the actual negative & positive obliga-
tions, where do we set the potential bands, & how compliance can 
be supervised by independent authorities. It can be seen that this 
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will happen simultaneously with the attempts of the Council & the 
Union, there’s a chance of finding common solutions through risk 
assessment & impact assessment, this is one the biggest criticisms 
that the ECs’ proposal received that – it did not have any method-
ology, when it comes to risk assessment.   
 
What could be a preparatory model?  
  
 A step-by-step approach can be preferred, & step 1 for everybody 
would be transparency & not in terms of XAI Explainability or in-
terpretability but also in terms of what tools are being used & are 
proposed to be used, e.g. if Police force used live facial recognition, 
it should be transparently explained that it’s doing so & it should 
also preferably known what type of tool is being used & it should 
be verified by independent researchers & institutions. Because, we 
do not even know what inequalities are growing at a scale level, & 
when there’s transparency there needs to model to assess the effec-
tiveness of the tools & this should be something that is welcomed 
by institutions & private sectors (knowing in the long run that it is 
not selling snake oil – that it is selling something that it is actually 
effective & will remain so in the long run). The need to regulate AI 
is not an imperative but what is an imperative is the need to regulate 
the ecosystem in which it is being developed.  
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Abstract. This is an interview conducted by Abhivardhan, the Editor-in-
Chief, which has been transcribed and paraphrased. He interviews Ayan 
Chandra and Shubham Pandey from IIT Kharagpur. 

 
How has pendency in litigations in the Hon’ble SC of India 
been assessed algorithmically? 
  
 In the Indian Judiciary – comprising 3 tier hierarchical structure 
with the SC at the apex, followed by High Courts in States & then 
the subordinate courts. If a glance it afforded to the number of cases 
pending at these 3 levels, the figure stands at a whopping 4.3 Crores 
as of now. These cases, most of them are pending for 5+ years & in 
some cases the pendency is of 20+ years, & that includes Criminal 
cases as well. The identification of the bottlenecks & the addressing 
of them with technology is important.  
 Initially, all the prior research work on the pendency area were of 
majorly two categories – one was people trying to understand 
whether there is a claim or measured claim, whether there’s a prem-
ise where they are attacking or supporting each other (Argument 
Structure), while the other was a rhetorical structure. Whereas, none 
of the structures categorically addressed the underlying structures of 
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the judgments. This could be seen most prominently with respect 
to the Supreme Court Judgments while a huge level of pendency is 
prevalent. It was identified that – finding a relevant precedent for 
other cases (Legal Research) is something that practitioners want to 
experience in a low latency setting, giving it as little time as possible. 
People want to go through the entire judgment with a certain prec-
ipice or context in mind, & identify the same in the judgement as 
quickly as possible. After due discussions with legal minds of emi-
nence, a particular structure was defined & laid out & a pipeline 
method was suggested – as a combination of rules & different NLP 
tools, in a matter of saying. The pipeline worked quite well, & ini-
tially the environmental pollution (air pollution) cases were taken, 
wherein, about 28 cases against the Central or respective State Gov-
ernments were taken, while 24 were analyzed & annotated via the 
pipeline & the same were evaluated on the basis of the remaining 4 
cases, it was found that the pipeline worked well.  
  

The distinction between enumerated & unenumerated facts 
needs to be made clear & explicit while on the other hand the un-
enumerated facts need to be analyzed as well. What can be seen in 
the pollution cases datasets is that the Central or State Governments 
were parties to them, & therefore that made the cases stakeholder 
heavy. Now a machine would need to know to take the contentions 
of all the respondents & the applicants into account. In this partic-
ular case, as an initial step forward, a logic was used that – an appel-
lant token was used, but later on when someone wants to take it 
forward, they can differentiate as Appellant 1, 2, etc, that option is 
available.   

 
What are the future plans? 
 
 The system should not be constrained inside a particular rule set. 
The influence upon the system from different policies & rules & 
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vice versa should be explored as well. The tool can serve as a game-
changer wherever technically – computationally possible. The stra-
tegic identification of the cases is also important. How long one can 
let the pendency go on is a crucial question, because pendency will 
forever be there but the floodgates need to be closed at some time 
& the previous pile needs to be cleared.  
The system would pick & choose as per parameters all the required 
information including precedents cited/relied upon, arguments, is-
sues, etc. It is a form of dealing with cases in the Court – a module 
merely, but maybe someday it will change the system. Who knows!  
 
 
 




